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Efficient Block Implementation of
the Decision Feedback Equalizer
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Abstract—In this letter, a new block adaptive decision feedback
equalizer is developed. Both the feedforward (FF) and the feed-
back (FB) filters are updated once everyKKK sample time intervals,
with KKK being the block length. It should be noted that this block
adaptation is done in such a way that the resulting filters, and the
decisions as well, are identical to those computed by the conven-
tional sample by sample LMS-based decision feedback equalizer
(LMS-DFE). The new algorithm offers substantial computational
savings as compared to the sample-by-sample LMS-DFE with
no loss in performance. The new block DFE turns out to be
particularly suitable for applications requiring long equalizers.

Index Terms—Adaptive filters, channel equalization.

I. INTRODUCTION

I N dispersive communication channels, introduced inter-
symbol interference (ISI) constitutes a major cause of

performance degradation. The introduced ISI can be dras-
tically reduced by using the well-known decision feedback
equalizer (DFE). However, in a number of applications, the
computational complexity of the adaptive equalization part
may be prohibitive. The excessive burden is mainly due to
the long feedback part of the DFE, which is imposed by the
nature of the problem. Typical applications of the kind are
high-speed digital transmission over the digital subscriber loop
[1], microwave communications via line-of-sight links [2], and
digital TV terrestrial broadcasting [3].

A possible way to reduce complexity would be to develop
a block adaptive filtering formulation of the conventional
sample-by-sample DFE. However, in order to obtain the
decision symbol at a given time, the respective decisions
at times are required (where is
the length of the feedback filter). Therefore, it is not possible
to obtain more than one decision at a time. A block solution
to the problem, implemented in the frequency domain, has
recently been presented in [5]. However this technique, in
order to retain its efficiency, imposes certain restrictions on
the block length with respect to the lengths of the feedforward
(FF) and feedback (FB) filters of the DFE. These restrictions
may be undesirable in some applications where we need more
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flexibility in the choice of the block length (and the processing
delay, accordingly).

A block adaptive filtering technique, suitable only for linear
equalizers, was recently introduced in [7]. The unknown filter
coefficients are updated in a manner that is mathematically
equivalent to the conventional LMS, and for this reason the
new technique is calledfast exact LMS(FELMS). Reduction
of the computational complexity of the FELMS algorithm is
achieved due to the application of a fast finite impulse response
(FIR) filtering scheme that was originally described in [6]. It
should be noted that the block size can be much smaller than
the filter’s order and, therefore, a relatively small processing
delay is introduced. However, this technique cannot be applied
directly to a DFE since future decisions required by the blocks
are not readily available.

Motivated by the algorithm in [7], in this work we de-
velop a new block DFE that is mathematically equivalent
to the conventional LMS-based sample-by-sample DFE but
with considerably reduced computational load. In order to
compute efficiently the decisions at a given block, we properly
decompose the FB part and perform the internal computations
in a specified manner, as described in the next section.

II. DERIVATION OF THE NEW BLOCK DFE

The new block DFE, called hereafterfast exact DFE(FE-
DFE), consists of a filtering and an updating part. In the
filtering part the decisions corresponding to the current block
are produced, and in the updating part new estimates of the FF
and FB filters are computed based on the respective estimates

time instants before. Note that all the above quantities
are identical to those obtained by the conventional sample by
sample LMS-DFE. In other words, FE-DFE is mathematically
equivalent to LMS-DFE.

To start our derivation, let us first formulate the conventional
sample-by-sample LMS-based DFE algorithm as follows:

(1)

(2)

(3)

(4)

(5)

where consists
of input samples and
consists of decision samples. Vectors and denote
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the th order FF and the th order FB filter, respectively.
in (2) stands for the decision device function.

Given the estimates of the FF and FB filters at time
, the aim is to compute the next decisions as

well as the new filter estimates at time . The two parts
of the new DFE are described below.

A. Filtering Part

Successive application of (4) and (5) and a proper com-
bination of the resulting formulae leads to the following
expressions:

(6)

(7)

where is an
matrix and

is an matrix. Vector
consists of the respective filtering

errors in reverse order. The above expressions are derived for
.

If we now substitute (1) and (6), (7) to (3) and group
together the resulting error formulae, we end up with the
following representation:

(8)

where and are
lower triangular matrices with zero diagonal elements. Their
nonzero elements are given by

for and . The matrix
by vector product of term in (8) can be viewed as an
FIR filtering problem. Therefore, having collected new
channel output samples [i.e.,

], the fast FIR scheme of [6]
can be applied. However, this is not the case for the term

since this involves future decision samples. Specifically, at
time , the first elements of vector
are unknown, for [which means that

only vector is completely known]. Term cannot
be computed as well because matrix involves future
decision samples. Finally, term is completely unknown.

To see how to overcome this problem, let us take as an
example the case . By properly rearranging the involved
elements, term can be written as

(9)

where and are the corresponding polyphase components
of the decision vectors and the FB filter, respectively, that is,

for , and and
for . Note

that the polyphase vectors are denoted as bold slanted with
a subscript indicating their polyphase index. Following the
scheme suggested in [6] the above matrix-vector multiplication
takes the form of (10), shown at the bottom of the page.
From the first row of the matrix in (10), it is readily observed
that for the computation of the first element of termonly
the polyphase components of are
required, which are already known. The first element of term

is calculated in a similar manner and the sum of these two
elements, say , provides the next decision sample
as . Note that in this first step of
the recursive procedure there is no contribution from term,
due to the structure of matrix . The error term

is obtained as .
Having calculated (which is also the first element

of ), the second element of term can be computed as in
(10). Moreover, the unknown (2,1)-element of matrix
can now be obtained. In the sequel, and ,
to be used in the next step, can be computed (note that from
now on there is a contribution from term). Proceeding in a
similar manner, all the errors can be obtained.

It must be noted that having calculated a particular decision
sample, all the elements of the respective row of can
subsequently be computed. Also, due to the lower triangular
structure of matrix only the errors that have
already been calculated in previous steps are involved in the
computation of elements of the term. Finally, due to the
row-by-row computation of matrix , the elements of each
row can be recursively obtained in a way similar to that also
used for the corresponding elements of , as proposed
in [7].

The above procedure, shown for , can be easily
generalized for any .

(10)
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B. Updating Part

In the updating part of the FE-DFE the FF and FB filter
estimates are computed from their respective valuestime
instants before. Indeed, if we write (6) and (7) for , we get

(11)

(12)

Having calculated the decisions as
described above, the fast scheme of [6] can be directly applied
to (11) and (12), leading to a reduction in the number of
operations required.

III. COMPUTATIONAL COMPLEXITY

Due to lack of space, a detailed analysis of the computa-
tional complexity of the proposed scheme will not be provided.
The operations required per decision is as follows ( ):

multiplications/decision

additions/decision

The “optimum” which provides the smallest number of
multiplications is given by

(13)

In Table I, the number of operations required by the FE-DFE
is compared with that of the classical LMS-DFE, for different
values of , and for chosen according to (13). We
observe that, using FE-DFE, a significant reduction in the
number of operations is achieved.

It has been verified through typical channel equalization
experiments that the reduction in complexity is obtained with
practically no loss in performance compared to the LMS-DFE.
Indeed, as expected, the MSE curve of the FE-DFE coincides
with the corresponding one of the LMS-DFE. Of course, in
a real implementation, there may be small differences due

TABLE I
COMPARISON OF REQUIRED OPERATIONS

to finite precision effects. For a discussion of the numerical
properties of “fast exact” type block algorithms, we refer to
[7].

IV. CONCLUSION

We derived a new block DFE that is mathematically equiv-
alent to the sample-by-sample LMS-DFE. Due to its computa-
tional efficiency, the new algorithm is particularly attractive in
many practical cases and especially in applications that involve
very long equalizers.
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