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Abstract—n this letter, a new block adaptive decision feedback flexibility in the choice of the block length (and the processing
gquslzlz:%r) i?ndevelopedd Btogh the feedf;r(ward (||:in ri]\:dintthe?\/faelgd- delay, accordingly).

ac ilters are updated once everyK sample , A Filtar ; ; ;
with K being the blocpk length. It should be no{)ed that this block A b.IOCk adaptive f"te”"?g technlqut_e, suitable only for Ilnt_ear
adaptation is done in such a way that the resulting filters, and the equa.llz'ers, was recently 'r_]tmduced in [7]. The unknown fllter
decisions as well, are identical to those computed by the conven-Coefficients are updated in a manner that is mathematically
tional sample by sample LMS-based decision feedback equalizer equivalent to the conventional LMS, and for this reason the
(LMS-DFE). The new algorithm offers substantial computational new technique is callethst exact LMSFELMS). Reduction
savings as compared to the sample-by-sample LMS-DFE with ot the computational complexity of the FELMS algorithm is
no loss in performance. The new block DFE turns out to be . L .
particularly suitable for applications requiring long equalizers. achlevgd 9'“3 to the application of "’_‘ f_aSt finite Im.pulse' response

(FIR) filtering scheme that was originally described in [6]. It

should be noted that the block size can be much smaller than
the filter’'s order and, therefore, a relatively small processing
|. INTRODUCTION delay is introduced. However, this technique cannot be applied
directly to a DFE since future decisions required by the blocks

N dispersive communication channels, introduced inter- : :
are not readily available.

symbol interference (ISI) constitutes a major cause O . . . : . i
performance degradation. The introduced ISl can be draS_Motlvated by the algorithm in [7], in this work we de

. . i - elop a new block DFE that is mathematically equivalent
tically reduced by using the well-known decision feedbacto the conventional LMS-based sample-by-sample DFE but

equahzer.(DFE). Howeyer, n a number of apphg:ahgns, thv(\e{ith considerably reduced computational load. In order to
computational complexity of the adaptive equalization par

e : ; : {:ompute efficiently the decisions at a given block, we properly
may be prohibitive. The excessive burden is mainly due (P . ;
o ecompose the FB part and perform the internal computations
the long feedback part of the DFE, which is imposed by the e . . .
. o . In a specified manner, as described in the next section.
nature of the problem. Typical applications of the kind are
high-speed digital transmission over the digital subscriber loop
[1], microwave communications via line-of-sight links [2], and Il. DERIVATION OF THE NEW BLOCK DFE
digital TV terrestrial broadcasting [3]. The new block DFE, called hereaftéast exact DFE(FE-

A possible way to reduce complexity would be to developFE), consists of a filtering and an updating part. In the
a block adaptive filtering formulation of the conventionafiltering part the decisions corresponding to the current block
sample-by-sample DFE. However, in order to obtain thge produced, and in the updating part new estimates of the FF
decision symbol at a given time, the respective decisionsand FB filters are computed based on the respective estimates
attimesn —1,n — 2, ---, n — N are required (wheréV is k time instants before. Note that all the above quantities
the length of the feedback filter). Therefore, it is not possiblge identical to those obtained by the conventional sample by
to obtain more than one decision at a time. A block solutiogample LMS-DFE. In other words, FE-DFE is mathematically
to the problem, implemented in the frequency domain, haguivalent to LMS-DFE.
recently been presented in [5]. However this technique, inTo start our derivation, let us first formulate the conventional
order to retain its efficiency, imposes certain restrictions &@ample-by-sample LMS-based DFE algorithm as follows:
the block length with respect to the lengths of the feedforward

Index Terms—Adaptive filters, channel equalization.

(FF) and feedback (FB) filters of the DFE. These restrictions y(k) IEJ‘;‘Qf(/f)XM(/€ +M-1)
may be undesirable in some applications where we need more + b;{,(k)dN(/g -1) (1)
d(k) = f{y(k)} )
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the Mth order FF and theVth order FB filter, respectively. only vectordy(n— K') is completely known]. TernD cannot

f{-} in (2) stands for the decision device function. be computed as well because matf¥(n) involves future
Given the estimates of the FF and FB filters at timdecision samples. Finally, ter is completely unknown.

n — K + 1, the aim is to compute the neXt’ decisions as To see how to overcome this problem, let us take as an

well as the new filter estimates at time+ 1. The two parts example the casE = 4. By properly rearranging the involved

of the new DFE are described below. elements, ternC' can be written as
A. Filtering Part ds di dE diqrho
Successive application of (4) and (5) and a proper com- & d & &b
bination of the resulting formulae leads to the following d' &b d dE b, ©)

expressions:

aM(n -1+ 1) :aM(n - K+ 1)

+pt X (n;Dég_i(n =1) (6) whered; andb; are the corresponding polyphase components
by(n—1+1)=by(n— K +1) gf tthc(iecision ;/ecto;? and the FB)fiIterC,l(respect]i:/fely,ﬁ[}at is,

b s ;= dn—1—1) - dn—1—1-43) - dln—i—N+3

+ 1’ D(n;l)ég_i(n —1) ) for i = 0,---,6,andj =0,1,---, (N/4) —1 and b; =
whereX (n;1) = [xy(n+M—K) - xpy(n+M—l-1)]isan  [bibiss - biysj - bign—g]* (n=3)fori =0, 1, 2, 3. Note
M x (K —1) matrix andD(n;1) = [dy(n — K)---dn(n — that the polyphase vectors are denoted as bold slanted with
I—1)]is an N x (K — 1) matrix. Vectoréyx_;(n —1) = @ subscript indicating their polyphase index. Following the
[e(n—K +1)---e(n—=10)]T consists of the respective filteringscheme suggested in [6] the above matrix-vector multiplication
errors in reverse order. The above expressions are derivedt@es the form of (10), shown at the bottom of the page.
I=K-1,---, 1. From the first row of the matrix in (10), it is readily observed

If we now substitute (1) and (6), (7) to (3) and groughat for the computation of the first element of tetthonly

together the resulting error formulae, we end up with tH&e polyphase componends, dy, ds, dg of dy (N — 4) are

following representation: required, which are already known. The first element of term
N B B is calculated in a similar manner and the sum of these two
— - -~ ~ elements, say(n — 3), provides the next decision sample
éx(n) =dg(n)— X" (n;0)apy(n — K +1) asd(n —3) = f{y(n — 3)}. Note that in this first step of
< the recursive procedure there is no contribution from térm
_ DT o — N due to the structure of matri&,.(n) + Sy(n). The error term
D 0>‘°g (n=K+1) e(n — 3) is obtained as(n — 3) = d(n — 3) — y(n — 3).

- s Having calculatedi(n — 3) (which is also the first element
= [Sz(n) + Sa(n)]éx (n) (8) of ds), the second element of ter@i can be computed as in

wheredc(n) = [d(n—K+1) - - - d(n)]¥ andS,(n), Su(n) are (10). Moreover, the unknown (2,1)-element of matfx(n)

lower triangular matrices with zero diagonal elements. Theidn Now be obtained. In the sequé{n — 2) and¢(n — 2),
nonzero elements are given by to be used in the next step, can be computed (note that from

now on there is a contribution from teri). Proceeding in a
{Su(n)}ij =pxa(n+ M- K +i—1) similar manner, all the errors can be obtained.
Xy(n+M—-K+j-1) It must be noted that having calculated a particular decision
b T c e i sample, all the elements of the respective rowSg{n) can
{Sa(n)}ij =pidy(n = Kti=Ddy(n - K +j-1) subsequently be computed. Also, due to the Iowcter)triangular
fori =2,3,---,Kandj = 1,2, ---,%— 1. The matrix structure of matrixSy(n) + S.(n) only the errors that have
by vector product of termB in (8) can be viewed as analready been calculated in previous steps are involved in the
FIR filtering problem. Therefore, having collectdd new computation of elements of the terf. Finally, due to the
channel output samples [i.ec(n + M — K), z(n + M — row-by-row computation of matri®y(n), the elements of each
K+1), -, z(n+ M - 1)], the fast FIR scheme of [6] row can be recursively obtained in a way similar to that also
can be applied. However, this is not the case for the temsed for the corresponding elements.%f(n), as proposed
C since this involves future decision samples. Specifically, it [7].
time n — K + 1, the firstj — 1 elements of vectody(n — j) The above procedure, shown fégf = 4, can be easily
are unknown, forj = K, K — 1, .-+, 1 [which means that generalized for anyx.

di (o + by + by 4 b3) + (dy — d3)T (b + b3) + (ds — d3)T(bo + b3) + [(ds — dy) — (ds — d3)]7bs
di (o + by + by + b3) — (ds — d2)T (b + bo) + (ds — d3) T (bo + b3) — [(ds — ds) — (dy — do)]by 10)
di(bo+ b1 +by+b3) + (dy —ds)T(by +b3) + (ds — d)T(bo 4+ b1) — [(dy — do) — (d3 — dy)] 7B,
di (bo + by + by 4 b3) — (ds — d2)T (b + bo) + (ds — dy)T(bo + by) + [(ds — dy) — (do — do)]Tbo
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B. Updating Part TABLE |
. , C R o)

In the updating part of the FE-DFE the FF and FB filter CMPARISON OF REQUIRED TIERATIONS
estimates are computed from their respective valldeime Parameters LMS-DFE FE-DFE
instants before. Indeed, if we write (6) and (7) fet 0, we get M N K | Mults. Adds. | Mults. Adds.

an(n+1) =an(n— K+ 1)+ p°X (n;0)éx (n) (11) T e
bN(TL + 1) IbN(TL K+ 1) + ubD(n;O)éK(n). (12) 32 128 16 320 320 137 271

32 256 32 576 576 212 425

Having calculated the decision&n — K + 1), ---, d(n) as 64 512 32! 1152 1152 349 681

described above, the fast scheme of [6] can be directly applied
to (11) and (12), leading to a reduction in the number of
operations required.

128 1024 64 2304 2304 565 1109

to finite precision effects. For a discussion of the numerical
1. COMPUTATIONAL COMPLEXITY properties of “fast exact” type block algorithms, we refer to

Due to lack of space, a detailed analysis of the computdd-
tional complexity of the proposed scheme will not be provided.
The operations required per decision is as follows=£ 2™): IV. CONCLUSION

m 5.9m _g o o We derived a new block DFE that is mathematically equiv-
2<Z> (M+N)+ — multiplications/decision  alent to the sample-by-sample LMS-DFE. Due to its computa-
tional efficiency, the new algorithm is particularly attractive in
many practical cases and especially in applications that involve
2[2(3)" - 1](M + N)/2™ very long equalizers.

+(4-2m—11)+7(3)™ additions/decision

REFERENCES
The. o_ptm_1um _m WhICh prowdes the smallest number of [1] P. Crespo and M. L. Honig, “Pole-zero decision feedback equalization
multiplications is given by for the digital subscriber loop,” ifProc. 1990 IEEE Int. Conf. Commun.,
1990, pp. 1166-1171.
Mopt = —1.125 + 0.7 log, (M + N). (13) [2] M.C.S. Young, P. M. Grant, and C. F. N. Cowan, “Block LMS adaptive

equalizer design for digital radio,” ifProc. EUSIPCQO’88 Conf.pp.
i i _ 1349-1353.
.In Table |, the .number of operatlo_ns reqwred by the I_:E DF 3] W. F. Schreiber, “Advanced television systems for terrestrial broadcast-
is compared with that of the classical LMS-PFE, for different” " jng: some problems and some proposed solutionsProe. IEEE, vol.
values of M, N and for m chosen according to (13). We ] 83, pp. 958-981, June 19%5. d . 4 |
; _ i ; ; 4] E. R. Ferrara, “Frequency-domain adaptive filtering,”Adaptive Fil-
observe that, USII"Ig FI,E DFE,’ a S|gn|f|cant reduction in thé ters, C. F. N. Cowan and P. M. Grant, Eds. Englewood Cliffs, NJ:
number of operations is achieved. Prentice-Hall, 1985, ch. 6, pp. 145-179.
It has been verified through typical channel equalizatior5] K. Berberidis and J. Palicot, “A frequency-domain decision feedback
: : : P : - equalizer for multipath echo cancellation,” fmoc. 1995 IEEE CLOBE-
experlments that the reduction in complexity is obtained with COM Conf., Singapore, Nov. 1995.
practically no loss in performance compared to the LMS-DFE[6] z. J. Mou and P. Duhamel, “Fast FIR filtering: Algorithms and imple-
Indeed, as expected, the MSE curve of the FE-DFE coincid%s mentation,"Signal Processyol. 13, pp. 377-384, Dec. 1987. :
ith th di f the LMS-DEE. Of r in 7] J. Benesty and P. Duhamel, “A fast exact least mean square adaptive
wit € corresponding one o € - : course, algorithm,” IEEE Trans. Signal Processingol. 40, pp. 2904-2920, Dec.

a real implementation, there may be small differences due 1992.



