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Efficient Decision Feedback Equalization
for Sparse Wireless Channels

Athanasios A. Rontogiannis, Member, IEEE,and Kostas Berberidis, Member, IEEE

Abstract—In this paper, a new efficient decision feedback equal-
izer (DFE) appropriate for channels with long and sparse impulse
response (IR) is proposed. Such channels are encountered in many
high-speed wireless communications applications. It is shown that,
in cases of sparse channels, the feedforward and feedback (FB) fil-
ters of the DFE have a particular structure, which can be exploited
to derive efficient implementations of the DFE, provided that the
time delays of the channel IR multipath components are known.
This latter task is accomplished by a novel technique, which es-
timates the time delays based on the form of the channel input-
output cross-correlation sequence in the frequency domain. A dis-
tinct feature of the resulting DFE is that the involved FB filter con-
sists of a reduced number of active taps. As a result, it exhibits con-
siderable computational savings, faster convergence, and improved
tracking capabilities as compared with the conventional DFE. Note
that faster convergence implies that a shorter training sequence is
required. Moreover, the new algorithm has a simple form and its
steady-state performance is almost identical to that of the conven-
tional DFE.

Index Terms—Adaptive equalizers, decision feedback equalizers
(DFEs), multipath channels.

I. INTRODUCTION

I N MANY wireless communication systems the involved
multipath channels exhibit a long time dispersion, and

delay spreads of up to 40s are often encountered. A typical
application of this is high definition television (HDTV) signal
terrestrial transmission, where the involved channels consist of
a few nonnegligible echoes, some of which may have quite large
time delays with respect to the main signal (see for instance the
HDTV test channels reported in several ATSC documents1 and
summarized in [17]). If the information signal is transmitted at
high symbol rates through such a dispersive channel, then the
introduced intersymbol interference (ISI) has a span of several
tens up to hundreds of symbol intervals. This in turn implies
that quite long adaptive equalizers are required at the receiver’s
end in order to reduce effectively the ISI component of the
received signal. Note that the situation is even more demanding
whenever the channel frequency response exhibits deep nulls.
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The adaptive decision feedback equalizer (DFE) has been
widely accepted as an effective technique for reducing ISI [1],
[2]. Moreover, it has been shown that the DFE structure is par-
ticularly suitable for multipath channels, since most part of ISI
is due to the long postcursor portion of the impulse response
(IR) (see, for instance, [7]). Recall that an important feature of
the DFE is that the postcursor ISI is almost perfectly cancelled
by the feedback (FB) filter, provided of course that the previous
decisions are correct. Since the postcursor ISI is cancelled by
the FB filter, a relatively shorter feedforward (FF) filter is ade-
quate to reduce the remaining ISI. Moreover since noise is in-
volved only in the output of the FF filter, the DFE exhibits less
noise enhancement effects as compared with linear equalizers.
In high-speed wireless applications, of the type described above,
the implementation of a DFE algorithm becomes a difficult task
for two main reasons. First, due to the small intersymbol in-
terval, the time available for real-time computations is very lim-
ited. Second, due to the long span of the introduced ISI, the DFE
must have a large number of taps, which implies heavy compu-
tational load per iteration.

During the last decade there have been many efforts in dif-
ferent directions toward developing efficient implementations
of the DFE. As such directions, we mention IIR methods, block
adaptive implementations, efficient algebraic solutions, modi-
fied DFE schemes, etc. [4]–[12]. As mentioned above, in the
applications of interest, the involved multipath channel has a
discrete sparse form. Efficient DFE schemes which exploit the
sparseness of the channel IR have been derived in [13]–[15]. In
[13], the performance of the modified DFE algorithm proposed
in [11] is improved by properly selecting a small number of FF
taps based on output signal-to-noise ratio (SNR) measures. In
[14], two DFE algorithms are proposed whose FF and FB fil-
ters are obtained based on the approach described in [10]. This
is done after the channel IR coefficients have been estimated
using least squares (LS). Reduction in complexity is achieved
due to the small size (or absence) of the FB filter and a proper
selection of a limited number of IR and FB coefficients. Note
that LS channel estimation and FF, FB filter taps computation
is done on a periodic basis. A similar approach, in which in-
stead of LS, a matching pursuit method is used for estimating
the channel IR coefficients, is derived in [15].

In this paper, a new DFE algorithm, appropriate for sparse
multipath channels is derived. The algorithm consists of two
steps. In the first step, the time delays of the multipath compo-
nents are estimated in a novel way by properly exploiting the
channel IR form [16]. In the second step, the DFE is applied,
with the FB filter having a significantly reduced number of
taps. These taps are selected so as to act only on time positions
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associated with the estimated time delays of the involved
multipath components. A distinct feature of the novel approach
followed in this paper is that the required channel parameters
are the locations of the multipath components. This is opposed
to most of the existing works [14], [15], in which the whole
channel IR has to be initially estimated. Moreover, the relation
between the active FB tap positions and the echo time delays is
determined by investigating the special structure of the FF and
FB filters in cases of sparse channels.

The main advantages of this algorithm with respect to the
conventional DFE are its lower complexity, faster convergence,
and improved tracking capabilities. It is important to note that
due to the faster convergence the proposed algorithm requires
a shorter training sequence as compared with classical DFE,
thus, it offers an additional saving in bandwidth. Note that its
overall complexity is of the order of the number of multipath
components and hence it is, in practice, several times lower as
compared with the conventional DFE.

The paper is outlined as follows. In Section II, the multi-
path channel is described and the problem is formulated. In
Section III, the proposed efficient method for estimating and
tracking the time delays is presented. The new DFE algorithm
is developed in Section IV and relevant computational issues are
discussed. In Section V, the new algorithm is tested and some in-
dicative experimental results are provided. Section VI concludes
the work.

II. PROBLEM FORMULATION

In this section, we first formulate the problem of information
transmission through a multipath channel, and we recall the con-
ventional and well-studied DFE structure which is our starting
point for the derivation of the new equalization technique. The
notation used throughout the paper is as follows. denotes a
scalar sample or symbol of sequence at time , is the
th coefficient of filter at time , and is the th frequency

bin of the discrete Fourier transform (DFT) of a sequence related
to . Finally, vectors and matrices are denoted as lower case
bold roman type and as upper case slanted, respectively.

A. Baseband Multipath Channel

The multipath channel is encountered in almost all wire-
less communication systems, however, its particular form is
highly dependent on the specific system and the application
environment (i.e., bit rate, modulation type, carrier frequency,
transmitter–receiver separation and the around topography, cell
type—if it is for a cellular system—and the receiver’s motion
within the cell, etc.).

In general, the baseband IR of a multipath channel with dis-
crete components is written as [2]

(1)

where , are the real amplitudes and excess delays,
respectively, of theth multipath component at time. The phase
term represents the phase shift due to free

space propagation of theth multipath component, plus any ad-
ditional phase shifts which are encountered in the channel. If the
channel IR is assumed to be invariant within a small-scale time
interval, then (1) can be simplified to

(2)

The overall channel IR, including the combined transmitter and
receiver filters’ response, say , can be written as

(3)

As mentioned in the introduction, in this paper, we deal with
sparse multipath channels having a relatively long IR. Due to
the sparseness of the multipath channel IR and the form of
the pulse shaping function , which decreases rapidly, the
overall symbol spaced channel IR remains sparse and can be
expressed as2

(4)

where is the number of the dominant IR components
appearing at the symbol spaced time instants,is the complex
amplitude of the th component, and its respective delay,
with being the symbol period. Delay corresponds to the
main signal3 ( ), while the remaining ones correspond
either to causal ( ) or to anticausal ( ) components.
The symbol spaced IR spans precursor and postcursor
symbols, respectively. That is the symbol spaced channel IR can
be written in the vector form

(5)

From the total of the ( ) IR coefficients only
are assumed to be nonnegligible, located at thepositions.

B. Conventional DFE

Taking into account (4), the sampled output of the multipath
channel can be written as follows:

(6)

where is an independent identically distributed (i.i.d.)
symbol sequence with variance and is zero-mean
complex white Gaussian noise uncorrelated with the input
sequence, with variance . Note that symbol period has
been omitted for reasons of simplicity. Obviously, suffers
from intersymbol interference due to the presence of unde-
sired multipath components and in most cases equalization is
necessary for reliable reception.

2It is readily understood that for each multipath componenti in (2), the
number of significant components in the symbol spaced model (4) is small,
depending on the delay� . All other components can be considered negligible.

3Correct timing information is assumed.
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As mentioned in the introduction, the DFE structure is par-
ticularly suitable for equalizing multipath channels. The LMS-
based adaptive DFE is given by the following set of equations:

(7)

(8)

(9)

(10)

(11)

where and denote the equalizer’s input and decision
sequences, respectively,are the coefficients of the -length
FF filter, and are the coefficients of the -length FB filter
( is taken at least equal to the channel span [10]). stands
for the decision device function, , , are the step sizes and

denotes complex conjugation. It is assumed that a training se-
quence of appropriate length is available ensuring convergence
of the equalizer. That is the equalizer operates initially in a
training mode and then switches to a decision directed mode.
In the following sections, first, a frequency domain procedure is
proposed for detecting the time delays of the multipath compo-
nents of the channel IR. Then, a new efficient DFE structure is
derived, which takes advantage of the special properties of the
multipath channel.

III. ESTIMATION OF THE ECHO DELAYS

A well-established nonparametric procedure for estimating
the time delays of the multipath components is based on a proper
cross-correlation of the input symbols with the corresponding
channel output samples. In a time domain implementation, the
estimation of the cross-correlation sequence forlags requires

operations per sample. It is shown that, an appropriate
frequency domain expression of the cross-correlation sequence
can be viewed as a sum of complex harmonics, with the un-
known time delays interpreted as frequencies. Thus, to estimate
the time delays, we suggest an FFT-based scheme of complexity

per sample. The proposed scheme stems from an appro-
priate partitioning of both channel input and output sequences
and is described below.

Let us first formulate the following -DFT sequences for
:

(12)

(13)

where is assumed to be an overestimated value of the non-
causal size of the channel IR (i.e., ). The same is pre-
sumed for the quantity as far as the size of the causal
part of the channel IR is concerned. If these facts hold true, the
method which is described below detects the positions of all

precursor and postcursor components. Note that in (13)
is based on a -length output sequence, while in (12)
results from an -length input sequence padded withzeros.
As it will become evident from the subsequent derivation, this is
done in order for all samples of the cross-correlation sequence to
be equally weighted. Indeed, if we consider the expected value
of the product of the above sequences, we obtain

(14)

where denotes the expectation operator.4 If we now sub-
stitute (6) to (14), we get

(15)

Since is larger than the noncausal part of the channel IR, it is
easily shown that for everythe indices of and in (15) are
identical for combinations of and (with ).
Therefore, due to the i.i.d. property of the input sequence (15)
is written as

(16)

for . That is, we end up with a sum of com-
plex harmonics at normalized frequencies . Applying the

-IDFT to the resulting sequence, the locationsof the mul-
tipath components are determined at the nonnegligible points of
the IDFT.

Obviously, in a practical situation, time averaging is used in-
stead of in order to implement (16). In cases where the
channel is assumed stationary, the above procedure can be done
once during the training phase and then the obtained time delays
can be used in the algorithm as described in the next section.
Of course, in most situations in practice, the channel exhibits
variations and, thus, the required time delays have to be tracked
continuously. During tracking, the frequency domain expression
of the cross-correlation sequence is formed using the decisions
provided by the equalizer (which operates in a decision directed
mode).

Exponentially fading memory is imposed on the estimation
procedure by including a forgetting factorin the frequency
domain expression of the cross-correlation sequence as follows:

(17)

4Note thatEfX(k)U (k)g is related to the input-output cross-spectrum
power density. Specifically, it is easily shown that the2N -IDFT of this quantity
contains the cross-correlation coefficients of lags�p; �p+1; . . . ; N�p�1.
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where and

(18)

for . Note that if factor were included
only in (17), then the exponential weighting would be applied on
a block-by-block basis, thus affecting the tracking capabilities
of the new algorithms. However, additionally includingin (18)
is equivalent to applying an exponential window in the time-
domain sample-by-sample computation of the cross-correlation
lags. When a new -length block of input and output samples
is available, is updated as

(19)

Recall that quantity can be interpreted as a sum
of complex harmonics with unknown frequencies and complex
amplitudes. Indeed, as can be easily seen by inspecting (16),
the frequency bin corresponds to the sequence index while
the time delay corresponds to the unknown frequency. This
particular form is encountered in many signal processing ap-
plications (e.g., harmonic retrieval, direction of arrivals estima-
tion, etc.). There are many well-established techniques proposed
in the literature to extract the unknown parameters of the har-
monic components [20]. For instance, an efficient parametric
technique is based on modeling as an autoregressive
process of order . This technique, adapted to our
case, has been tested and found that it requires almost 50% less
training symbols in order to yield an initial reliable estimate of
the time delays as compared with the nonparametric FFT-based
technique in this section. Also, the parametric technique has a
better performance in resolving closely spaced time delays. Of
course this improved performance is offered at the expense of
an increased complexity.

An alternative approach is to use a blind [18] or semiblind
[19] method for the estimation of the channel time delays
and amplitudes. The advantage of such an approach is that
the number of training symbols for the estimation of the
channel echoes is nullified or significantly reduced. The main
drawback is the increase in computational and implementation
complexity, especially when the method is to be used in a time
varying environment. The use of an efficient high resolution,
blind or semiblind technique in the problem of interest, without
affecting significantly the overall complexity, is a subject under
current investigation.

Determination of Dominant Components:We see from (17)
that samples of and are used to compute .
The IDFT points of (17) having the highest amplitude are
then chosen as the desired locations. The numberof the dom-
inant undesired components can be preset by the designer by
taking into account a worst case scenario for the specific appli-
cation. Alternatively, number can be computed from the data

using rank determination techniques. Another strategy would be
to set a threshold and select the locations of the IDFT points of
(17) having amplitudes which exceed this threshold.

IV. THE NEW METHOD

In the proposed algorithm, we focus our attention to the de-
manding FB part and reduce the computational load by properly
selecting number of taps out of taps. The main idea
behind the derivation of the algorithm is that due to the channel
sparseness, the FB filter also possesses a specific sparse form.
After exploiting its sparse form, the FB filter is built so as to act
only to a restricted set of tap positions. As a result, the algorithm
offers significant computational savings while its steady-state
error performance is similar to that of the conventional DFE.

In the initial stage of the algorithm, the method described in
the previous section, is used for an adequate number of blocks

and the time delays are estimated. Such an ap-
proach introduces a delay to the algorithm which increases as
the number of blocks increases. However, the greater the pa-
rameter , the higher is the degree of accuracy in selecting the
correct positions. As it will be shown below, the initial delay
of the algorithm is fully compensated by the fast convergence
achieved by the new DFE scheme.

A. Derivation of the Algorithm

It is well known [1], [3] that in the minimum mean-squared
error (MMSE) DFE, the FF and FB coefficients can be ex-
pressed in terms of the channel IR coefficients. Indeed, based
on the assumption that previously detected symbols are correct,
the minimization of the mean-squared error (MSE)
leads to the following set of equations for the FF filter and
the FB filter 5

(20)

(21)

where stands for the conjugate transpose operation,is
the identity matrix, and
the , matrices are given as
shown in (22) and (23), at the bottom of the next page. It is
shown in the Appendix, that for the special class of channels we
consider, and for medium or high SNRs, the solution of (20) can
be approximated very closely by the solution of the much more
simple set of equations

(24)

where . Obviously, to solve the above
system the condition that the matrix is nonsingular
is required.

1) Solution of : From (22), can be
written as

(25)

5Equations (20) and (21) can be derived by extending in matrix form and
for the noncausal channel case [1, eqs. (10-3-3), (10-3-4), and (10-3-5)]. An
alternative derivation can be found in [21].
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where results from after removing its main diagonal, i.e.,

...
...

...
...

...
...

...
...

...
...

...
...

(26)

By assuming that , where stands for any matrix
norm, we can express by means of a Taylor series expansion
as follows6 :

(27)

where up to second-order terms have been kept in the expan-
sion. Due to the sparseness of the channel IR and the form
of matrix , can be directly expressed in terms of the
nonzero coefficients of the channel IR. More specifically, from
(27) and the definition of , we easily derive the following
results concerning zeroth-, first-, and second-order terms of

, respectively.

• There exists a zeroth-order contribution, equal to , to
the last element of .

• For each , there is a first-order contribution, equal
to , to the th element of . This is
obvious if we see that is in fact the last column of .

• For each combination of with there
is a second-order contribution, equal to , to
the th element of . This is shown by
forming the product of with its last column and
taking into account the positions of the nonzero elements
of the channel IR.

6If, for instance,k � k denotes the row matrix norm, this assumption requires
that the maximum sum of amplitudes of anyM consecutive channel IR coef-
ficients,h , with i in the range�k to M , i 6= 0, is less thanjh j. Such a
condition seems to be realistic in the applications of interest, e.g., it is easily
met in all test channels of [17].

In conclusion, vector can be expressed up to second-order
approximation as follows:

(28)

where of length has
one in its th position. Following the analysis of the Appendix,
we deduce that the FF filter , computed exactly via (20), can
also be expressed by (28) with a very high degree of precision.

2) The FB filter : The form of the FB filter can
be now obtained by combining (21), (23), and (28). More
specifically, from (23) and (28) and the result of the Appendix,
we get

(29)

where stands for the th column of . Since for each
with , is the th element of the last column of
and matrix has a Toeplitz form, we deduce from (21) and
(29) that the FB filter possesses approximately the following
structure.

1) There are first-order (“primary”) nonzero taps at the posi-
tions where is a position of a causal component
in the channel IR.

2) For each “primary” tap at , there are second-order
nonzero taps at the positions , where
are positions of the anticausal components in the channel
IR.

3) For each “primary” nonzero tap at , there are third-
order terms located at , where is
any combination of component locations with
.

Thus, it turns out that the FB filter has a sparse form and, hence,
can be restricted to act to the above positions only. In case strong

...
...

...
...

...
...

...
...

...
...

...
...

...
...

...
...

...
...

...
...

(22)

...
...

...
...

...
...

...
(23)
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TABLE I
BASIC STEPS OF THESPARSEDFE (SDFE) ALGORITHM

TABLE II
COMPARISON INTERMS OF THENUMBER OFCOMPLEX MULTIPLICATIONS

echoes are not present in the channel IR, a second-order approx-
imation of the FB filter [points 1) and 2) above] seems to be
sufficient for the proposed algorithm to achieve a performance
similar to that of the conventional DFE. However, when there
are strong components in the channel IR (especially strong pre-
cursor components), a higher number of taps should be consid-
ered for the FB filter as dictated by point 3). This results in a
slight increase of the computational complexity of the proposed
algorithm. In any case, the FB filter comprises a small number of
taps and the novel sparse equalizer offers considerable computa-
tional savings compared with the conventional DFE, as demon-
strated in the next section. The basic steps of the proposed sparse
DFE (SDFE) algorithm are summarized in Table I.

B. Complexity Issues

The main feature of the algorithm described in Section IV-A
is that instead of a long FB filter, it uses a small number of
nonzero FB taps. As a result, it is expected that its computa-
tional load will be equally reduced compared with the conven-
tional DFE structure. In Table II, the computational complexity
(expressed in number of complex multiplications per sample)
of the proposed algorithm is compared with that of the con-
ventional DFE, under the assumption thatis a power of two.
Both cases of a second [SDFE-(2)] and a third [SDFE-(3)] order
approximation of the FB filter are considered as analyzed in
Section IV-A2. In Table II, correspond to the number of
detected causal and noncausal multipath components, respec-
tively. stands for the number of pairs of locations for
which . It can be verified that both variations
of the new DFE have significantly lower computational com-
plexity compared with that of the conventional DFE. This is so
because the complexity of the conventional algorithm depends
linearly on , while the complexity of the proposed algorithm
depends on . The reduction in the computational load
achieved by the new schemes is better illustrated in Table III. In

TABLE III
NUMBER OF COMPLEX MULTIPLICATIONS FOR CERTAIN SPECIFICATIONS

this table, the number of complex multiplications required by
DFE, SDFE-(2), and SDFE-(3) is calculated for certain speci-
fications. Observe that in a typical case encountered in HDTV
( ) a reduction of more than 70% in the
number of complex multiplications is attained. Similar com-
plexity improvements are also achieved for all other cases con-
sidered in Table III.

V. SIMULATION RESULTS

The new DFE algorithms have been extensively tested for dif-
ferent sparse channels (including measured microwave chan-
nels) and various input and noise specifications. Their perfor-
mance has been evaluated not only under time invariant condi-
tions, but also in a time-varying environment. Some simulation
results are described below.

Fig. 1 shows a typical terrestrial HDTV channel IR. The
channel IR is the convolution of test channel D of [17] with
a square-root raised cosine filter with 11.5% rolloff. Note the
presence of four postcursor components, including a strong
far echo, and one precursor component of relatively low mag-
nitude. The input to the channel is a 16-quadrature amplitude
modulation (QAM) sequence, while complex white Gaussian
noise is added to the channel output resulting in an SNR of
25 dB.

The magnitude of the MMSE FB filter taps, which corre-
spond to the channel IR of Fig. 1, is shown in Fig. 2(a). The FB
filter taps are calculated directly from (20) and (21). We observe
that besides the dominant nonzero taps which correspond to
the causal components of the channel IR, there exist secondary
taps equally spaced from the dominant ones. The “distance” be-
tween dominant and secondary taps equals to the “distance” of
the precursor component from the main signal in the channel
IR. We see from Fig. 2(a) that all other taps can be considered
negligible.

The magnitude of the MMSE FB filter taps for a channel IR
with a strong precursor component is shown in Fig. 2(b). Specif-
ically, in the sparse channel of Fig. 1, we increase the amplitude
of the precursor component from 0.1 to 0.4. We see that the
sparseness of the FB filter has decreased, however, the positions
of the significant nonzero taps are still in accordance with those
estimated from our method using higher than second-order ap-
proximation.

In Fig. 3(a), the performance of the new technique is com-
pared with that of the conventional DFE, for the channel IR of
Fig. 1, when a training sequence of 640 symbols is used. Note
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(a)

(b)

Fig. 1. Multipath channel impulse response.

(a)

(b)

Fig. 2. MMSE FB filter coefficients (a) for the channel IR of Fig. 1 and (b) when a strong precursor echo is present.

that the length of the training sequence is short relatively to the
channel IR span. Two MSE curves are depicted in Fig. 3(a).

The solid line curve corresponds to the conventional DFE with
, and the dotted curve to the proposed
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(a)

(b)

Fig. 3. (a) Initial convergence MSE curves of DFE and SDFE for the channel IR of Fig. 1. (b) Steady-state MSE curves of DFE and SDFE for the channel IR
of Fig. 1.

algorithm with second-order approximation of the FB filter. The
number of multipath components has been preset to 8 and
. Note that the FB tap reduction achieved by the new algo-

rithm is of the order of 78%. We observe that due to the small
size of the training sequence, the DFE algorithm fails to con-
verge to the steady state. On the other hand, the number of
training symbols is sufficient for the SDFE-(2) algorithm not
only to detect the component locations, but also to converge to
the steady state.

In the sequel, we increase the number of training symbols in
order to compare the steady-state error performance of the al-
gorithms under consideration. Three MSE curves are shown in
Fig. 3(b). The solid line curve corresponds to the conventional
DFE and the dotted and dashed curves to the proposed algorithm
with second- and third-order approximation of the FB filter. We
see that all three DFEs have similar steady-state performance,
i.e., a second-order approximation of the FB filter seems to be
sufficient. However, despite their initial delay required for the
detection of the time delays, the new algorithms converge to the
steady-state faster than the conventional DFE. This fact is fully
justified by the existence of a reduced size FB filter in the struc-
ture of the new algorithm, meaning that its convergence rate is
mainly governed by the FF filter size. On the other hand, the
long FB filter of the conventional DFE slows down significantly
its initial convergence.

Fig. 4 shows how the steady-state error performance is
affected by the presence of a strong precursor echo in the
channel IR. The MSE curves of Fig. 4(a) verify that there is

a slight steady-state performance degradation of the proposed
DFE, when a second-order approximation of the FB filter
is used. However, when third-order FB terms are taken into
consideration, the performance of the new algorithm becomes
almost similar to that of the conventional DFE, as illustrated in
Fig. 4(b). Note that the FB tap reduction is of the order of 78%
and 74%, when second- and third-order approximation is used,
respectively.

Fig. 5 shows the symbol-error rate (SER) of the proposed and
the conventional DFE algorithms, under different SNR, when a
strong precursor echo is present. This figure demonstrates the
slight increase of the new algorithm’s SER when only up to
second-order FB taps are taken into consideration, as well as
its performance improvement, when a slightly higher number
of taps are used by the FB filter.

In order to investigate the tracking ability of the new
algorithm in a time-varying environment, we consider the fol-
lowing scenario. After 6000 iterations, the phases of the second
and third postcursor components of the channel of Fig. 1 start
continuously rotating, while their amplitudes are kept fixed.
The phases’ rotation step is (0.02/360) rad per iteration. The
MSE of the SDFE algorithm with a forgetting factor
is compared with that of the conventional DFE in Fig. 6. We
see that the proposed algorithm immediately tracks the change
in the environment and as a result the misajustment error is
small. On the contrary, the long FB filter of the conventional
algorithm drastically affects its tracking ability, resulting in a
high misajustment error. The proposed algorithm has also been
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(a)

(b)

Fig. 4. MSE curves for (a) DFE and SDFE-(2) and (b) DFE and SDFE-(3) when a strong precursor echo is present.

Fig. 5. SER curves for DFE, SDFE-(2) and SDFE-(3) when a strong precursor
echo is present.

tested for other time-varying situations, e.g., when one or
more echoes appear in or disappear from the channel IR. In
all experiments carried out, the new DFE exhibited a superior
performance in terms of tracking compared with the conven-
tional algorithm.

We complete our simulation tests by examining the perfor-
mance of the new algorithm for a measured microwave channel

Fig. 6. MSE curves under time-varying conditions.

IR. This channel IR corresponds tochan15.matthat is taken
from the Rice University Signal Processing Information Base
(SPIB).7 Its magnitude is plotted in Fig. 7(a). The magnitude of
the corresponding MMSE FB filter coefficients with an SNR
25 dB is shown in Fig. 7(b). It is clear that the FB filter has
a sparse form and the locations of the significant nonzero FB

7chan15.mat can be found at the URL, http://spib.rice.edu/spib/mi-
crowave.html



RONTOGIANNIS AND BERBERIDIS: EFFICIENT DECISION FEEDBACK EQUALIZATION FOR SPARSE WIRELESS CHANNELS 579

(a)

(b)

Fig. 7. (a) Magnitude of the microwave channel IR. (b) Magnitude of the MMSE FB coefficients for the microwave channel IR.

Fig. 8. MSE curves of DFE and SDFE-(2) for the measured microwave
channel IR.

taps are in agreement with those estimated using our method. In
Fig. 8, the MSE of the DFE with is com-
pared with the MSE of the SDFE-(2) algorithm with a 78% FB
tap reduction. We see that our approach provides faster initial
convergence and its steady-state error is very close to that of
the conventional algorithm. Finally, the curves of Fig. 9 verify
that the SER of the proposed algorithm is very close to that of
the classical DFE, although the new method uses less than one
fourth of the FB taps of the conventional algorithm.

Fig. 9. SER curves for the measured microwave channel IR.

VI. CONCLUSION

In this paper, the sparse form encountered in many high-speed
wireless communications channels is properly exploited in two
ways. First, the time delays of the dominant multipath compo-
nents are efficiently estimated and continuously updated using
a frequency domain approach. Second, an approximate form
of the FB filter of the MMSE-DFE is derived. Based on the
above, a new efficient DFE algorithm is proposed, whose FB
filter comprises a reduced number of active taps. Depending on
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the multipath channel conditions, there may exist a tradeoff be-
tween the number of FB taps used and the performance of the
proposed algorithm. In general, the new algorithm offers con-
siderable computational savings, faster convergence, and better
tracking capabilities while exhibiting almost identical steady-
state performance in most practical cases, as compared with the
conventional DFE. The features of the new algorithm have been
confirmed through extensive simulation tests.

APPENDIX

To start with, we ignore noise and examine its contribution at
the end of the appendix. Now, if we ignore the term ,
(20) can be interpreted as the solution of a least squares (LS)
problem with data matrix equal to and desired response
vector equal to . Similarly, in (24) is in fact the solu-
tion of a LS problem with data matrix and desired response
vector . Since is the lower part of and
is the lower part of , the solution of the former LS
problem can be reached by the solution of the latter problem by
following a recursive LS (RLS) procedure [20]. This procedure
consists of update steps, one step for each row of the matrix

. The first update step of this procedure is described by the
following pair of equations

(30)

(31)

where , is the LS estimation error,
is the lower block of matrix , and

is the last row of . Let us now
examine how the LS solution is affected by the first update step.
To this end, we form the following norm:

(32)

where stands for any typical matrix norm. To proceed fur-
ther, we make the following assumptions.

Assumption 1: . Commonly, the FF filter length
must be several times larger than the anticausal part [14].

Assumption 2: is and is for ,
where is a small positive real number with . This
assumption also holds true for the channels of interest as dis-
cussed so far. Of course the less than one isthe higher the
accuracy of our approximation becomes.

Assumption 3: is and is . This assump-
tion is an outcome of the previous two.

Based on the above assumptions, an estimation of the order
of each term in the right-hand side (RHS) of (32), as a function
of , will be obtained. Specifically, the following.

1) is .
2) Since and the upper part of con-

tains higher than second-order terms, we easily deduce
from (30) and the form of that is .

3) The term can be expressed as

cond
(33)

for any matrix norm , where denotes the con-
dition number of a matrix. If stands for the row ma-
trix norm, we see from (22) that is at
least . What now remains is to evaluate the quantity

. This quantity can be alternatively
written as follows:

cond (34)

where are the maximum and minimum
eigenvalues of a matrix, respectively. Moreover, matrix

can be written as

(35)

where the matrix results from
after subtracting the quantity from each diagonal
element. Combining (34) and (35), we get

cond (36)

From (36), it is readily understood that in order for matrix
to be well conditioned, it suffices to show

that is bounded by a relatively small number.
Note that is hermitian symmetric and nonnegative def-
inite, therefore, it has nonnegative eigenvalues and more-
over it holds for any eigenvalue of .
Consequently, we have [22]

(37)

where stands for the spectral norm of [22].
Moreover [22]

(38)

where . From
(37) and (38), we are led to the inequality

(39)

From the form of , it is easily seen that its maximum
element is . Based on assumption 3 and (39), we then
deduce that is bounded by a number which is

. From (36) and (33), we see that the same also
holds for the quantity .

If we now combine the results of points 1, 2, and 3 above, we
derive that the norm in the left-hand side of (32) is bounded by
a number which is . By repeating the same procedure for
the remaining update steps, we end up with the following
result:

(40)

where is , due to assumption 3.
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In conclusion, in the noise free case, the difference between
the exact LS solution and the approximated one can be consid-
ered negligible. The contribution of noise in (20) can be inter-
preted as a perturbation to the associated system matrix affecting
the solution . It can be easily shown, by using well-
known results concerning bounds on the accuracy of perturbed
linear systems solutions [22], that for medium or high SNR
the perturbation error is bounded by , where is an

quantity.
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