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Abstract

Filter bank-based multicarrier communications (FBMC) have recently attracted increased interest in both wired (e.g., xDSL, PLC) and wireless (e.g., cognitive radio) applications, due to their enhanced flexibility, higher spectral efficiency, and better spectral containment compared to conventional OFDM. A particular type of FBMC, the so-called FBMC/OQAM or OFDM/OQAM system, consisting of pulse shaped OFDM carrying offset QAM (OQAM) symbols, has received increasing attention due to, among other features, its higher spectral efficiency and implementation simplicity. It suffers, however, from an imaginary inter-carrier/inter-symbol interference that complicates signal processing tasks such as channel estimation. This paper focuses on channel estimation for OFDM/OQAM systems based on a known preamble. A review of the existing preamble structures and associated channel estimation methods is given, for both single- (SISO) and multiple-antenna (MIMO) systems. The various preambles are compared via simulations in both mildly and highly frequency selective channels.
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1. Introduction

Orthogonal frequency division multiplexing (OFDM) has become quite popular in both wired and wireless communications [7,41,89], mainly because of its immunity to the frequency selectivity of the channel, which allows a significant increase in the transmission rate [86,73]. Using the cyclic prefix (CP) as a guard interval against intersymbol interference (ISI), OFDM manages to turn a frequency selective channel into a set of parallel flat channels with independent noises. This greatly simplifies both the estimation of the channel and the recovery of the transmitted data at the receiver. However, these advantages come at the cost of an increased sensitivity to frequency offset and Doppler spread. This is due to the fact that, although the subcarrier functions are perfectly time limited, they suffer from spectral leakage in the frequency domain and hence inter-carrier interference (ICI) results under non-ideal conditions. Moreover, the inclusion of the CP entails a waste in transmitted power as well as in spectral efficiency, which, in practical systems, can go up to 25% [7].

An alternative to CP-OFDM, that can mitigate these drawbacks, is given by filter bank-based multicarrier (FBMC) systems, which have recently attracted increased interest [79] for both wired (e.g., power line comms (PLC) [10,15,1]) and wireless (e.g., cognitive radio [30,92,57] and DVB-T [4]) applications. For an excellent presentation of FBMC systems, including a review of recent application areas and related standardization activities, the reader could refer to [31]. FBMC enjoys enhanced flexibility, higher spectral efficiency, and better spectral containment compared to CP-OFDM [2,54]. Special attention has been recently paid to an OFDM filter bank-based variant employing offset quadrature amplitude modulation (OQAM), known as OFDM/OQAM [61,31,48,49]. This was, in its principle, first proposed back in the 1960s [20,81], but the interest in this scheme was only recently revived due to its desirable features including the potential for maximum spectral efficiency as well as implementation simplicity over alternative FBMC schemes [12,13,82]. It consists of pulse shaping, implemented via an IFFT/FFT-based efficient filter bank, and the subcarriers are loaded with staggered OQAM symbols, i.e., real symbols at twice the symbol rate of OFDM/QAM [40,83]. This allows the pulses to be well localized in both the time and the frequency domains [18], thus increasing the system’s robustness to frequency offsets [9,80] and Doppler effects [16,78,27,59] and providing better spectral containment in bandwidth sensitive applications [3,6,84]. The OQAM-based OFDM scheme can be seen to exhibit similar peak-to-average power ratio (PAPR) performance with classical OFDM/QAM [88,58]. Moreover, because of the good time localization, a CP does not have to be included in the OFDM/OQAM transmission, which leads to still higher transmission rates [83,5,78].

However, the subcarrier functions are now only orthogonal in the real field, which means that there is always an intrinsic imaginary interference among (neighboring) subcarriers and symbols [47]. This makes the channel estimation task for OFDM/OQAM systems more challenging. A number of training schemes and associated estimation methods have recently appeared in the literature, including both preamble-based [51,65,68,42,43,25,55,56,69] and scattered pilots-based [47,76,51,66,45,46,91,67,38,60,62,36,50] ones. These can be roughly characterized as aiming at cancelling/avoiding the undesired interference or constructively exploiting it to improve the estimation performance. The focus of this paper is on OFDM/OQAM channel estimation based on a known preamble. Existing preamble structures and their associated estimation methods are reviewed, for both the single-antenna (SISO) and multiple-antenna (MIMO) scenarios. The problem of preamble optimization to achieve minimum estimation error is also shortly discussed, based on recently reported results. The estimation performances of the principal methods are compared via simulations for both mildly and highly frequency selective channels.

The rest of the paper is organized as follows: In Section 2, the discrete-time baseband equivalent model for the OFDM/OQAM system is described. Section 3 reviews the main approaches proposed in the literature for structuring the preamble and exploiting it for SISO channel estimation. The MIMO case is addressed in Section 4. Comparative simulation results are reported in Section 5. Section 6 concludes the paper.

\textbf{Notation}. The complex conjugate of a complex number \( z \) is denoted by \( z^* \). Also, \( j = \sqrt{-1} \). Re(z) or \( z^R \) denotes the real part of \( z \), while its imaginary part is written as \( \text{Im}(z) \) or \( z^I \). The set of real numbers is denoted by \( \mathbb{R} \). Boldface lower and upper case letters are used for vectors and matrices.
respectively. The nth-order identity matrix is denoted by \( I_n \).
\( \| \cdot \| \) is the Frobenius norm. The expectation is denoted by \( E(\cdot) \). \( \otimes \) is the (left) Kronecker product.

2. System model

The (QAM or QAM based) OFDM modulator output is transmitted through a channel of length \( L_b \), which is, as usual in block transmissions, assumed to be invariant in the duration of an OFDM symbol. At the receiver frontend, noise is added, which is assumed Gaussian with zero mean and variance \( \sigma^2 \). For CP-OFDM, the classical configuration is assumed \([86]\). The discrete-time signal at the output of an OFDM/QAM synthesis filter bank (SFB) is given by \([83]\)

\[
s(l) = \sum_{m=0}^{M-1} \sum_{n} d_{m,n} g_{m,n}(l),
\]

(1)

where \( d_{m,n} \) are real QAM symbols, and

\[
g_{m,n}(l) = G \left( l-M \frac{n}{2} \right) e^{j2\pi (m+n)(l-L_b)} e^{j\varphi_{m,n}},
\]

with \( g \) being the real symmetric prototype filter impulse response (assumed here of unit energy) of length \( L_g \), \( M \) being the even number of subcarriers, and \( \varphi_{m,n} = \varphi_0 + \frac{\pi}{2} (m+n) \mod \pi \), where \( \varphi_0 \) can be arbitrarily chosen \([83]\). In this paper, \( \varphi_{m,n} \) is defined as \((m+n)(\pi/2)-mn\pi\) as in \([83]\). The filter \( g \) is usually designed to have length \( L_g = KM \), with \( K \) being the overlapping factor. The double subscript \((m,n)\) denotes the \((m,n)\)-th frequency-time (FT) point. Thus, \( m \) is the subcarrier index and \( n \) the OFDM/QAM symbol time index.

The pulse \( g \) is designed so that the associated subcarrier functions \( g_{m,n} \) are orthogonal in the real field \([18]\), that is

\[
\Re \left\{ \sum_l g_{m,n}(l) g_{p,q}^*(l) \right\} = \delta_{m,p} \delta_{n,q},
\]

(2)

where \( \delta_{ij} \) is the Kronecker delta. This implies that even in the absence of channel distortion and noise, and with perfect time and frequency synchronization, there will be some intercarrier (and/or intersymbol) interference at the output of the analysis filter bank (AFB), which is purely imaginary (the notation in \([65]\) is adopted)

\[
\sum_l g_{m,n}(l) g_{p,q}^*(l) = j \langle g \rangle_{m,n}^p q
\]

(3)

and known as intrinsic interference \([47]\). Making the common assumption that the channel is (approximately) frequency flat at each subcarrier and constant over the duration of the prototype filter \([65]\), which is true for practical values of \( L_b \) and \( L_g \) and for well localized \( g \)'s, one can express the AFB output at the \( p \)th subcarrier and \( q \)th

OFDM/QAM symbol as

\[
y_{p,q} = H_{p,q} d_{p,q} + j \sum_{m=0}^{M-1} \sum_{n} H_{m,n} d_{m,n} \langle g \rangle_{m,n}^p q + \eta_{p,q} \tag{4}
\]

where \( H_{p,q} \) is the channel frequency response (CFR) at that FT point, and \( \eta_{p,q} \) are the associated interference and noise components, respectively. \( \eta_{p,q} \) has been shown to be stationary (in fact, also Gaussian with zero mean and variance \( \sigma^2 \)) and correlated among subcarriers (see \([17]\)). In the sequel, this correlation will be mostly neglected, as it is this case with well localized AFBs.

For pulses \( g \) that are well localized in both time and frequency, the interference from FT points outside a neighborhood \( \Omega_{p,q} \) of \((p,q)\) (excluding \((p,q)\) itself) is negligible. If, moreover, the CFR is almost constant over this neighborhood, one can write \((4)\) as

\[
y_{p,q} \approx H_{p,q} c_{p,q} + \eta_{p,q} \tag{5}
\]

where

\[
c_{p,q} = d_{p,q} + j \sum_{(m,n) \in \Omega_{p,q}} d_{m,n} \langle g \rangle_{m,n}^p q = d_{p,q} + j u_{p,q} \tag{6}
\]

is the virtual transmitted symbol at \((p,q)\), with

\[
u_{p,q} = \sum_{(m,n) \in \Omega_{p,q}} d_{m,n} \langle g \rangle_{m,n}^p q
\]

(7)

being the imaginary part of the interference from the neighboring FT points. When known pilots are transmitted at that FT point and its neighborhood \( \Omega_{p,q} \), the quantity in \((6)\) can be approximated. This can then serve as a pseudo-pilot \([65]\) to compute an estimate of the CFR at the corresponding FT point, as, for example,

\[
\hat{H}_{p,q} = \frac{y_{p,q}}{c_{p,q}} \approx H_{p,q} + \frac{\eta_{p,q}}{c_{p,q}} \tag{8}
\]

This observation underlies the so-called interference approximation method (IAM) to be described in detail in the next section.

The most common assumption is that, with a well time-frequency localized pulse, contributions to \( \ell_{p,q} \) only come from the first-order neighborhood of \((p,q)\), namely \( \Omega_{p,q} = \{(p \pm 1,q \pm 1),(p,q \pm 1),(p,q \pm 1)\} \) (see Fig. 1). A special case is given by \( \Omega_{p,q} = \Omega_{p,q}^1 = \{(p \pm 1,q)\} \). This arises when we place three adjacent pilot tones at positions \((p-1,q),(p,q),(p+1,q)\) and zeros at the rest of the first-order neighborhood positions or when we place non-zero pilot tones at all positions in the training vector and zero vectors around it.

If the neighbors of \((p,q)\) carry unknown (data) symbols, one cannot (directly) approximate the imaginary interference in \((6)\). However, by properly choosing one of the neighboring symbols, say at the point \((r,s)\), this interference can be forced to zero. Then the pseudo-pilot in \((6)\) becomes real, equal to \( d_{p,q} \). The pilot at \((r,s)\) is then known as a help pilot \([47]\).
where each receive antenna before, one can write an equation analogous to (5) for \(\text{sic} \) (see Fig. 2). Then, adopting the same assumptions as identical SFBs (AFBs) at each transmit (receive) antenna where \(H_j\) corresponding virtual symbol, namely transmit antenna to the \(j\)th receive antenna, \(c_i\) is the MIMO CFR at that point and \(y_j\) is the \(N\times N\) channel.

\[
y_j \approx \sum_{i=1}^{N_t} H_{p,q}^i c_i + \eta_{p,q}^j,
\]

where \(H_{p,q}^i\) is the \(M\)-point CFR of the channel from the \(i\)th transmit antenna to the \(j\)th receive antenna, \(c_i\) is the corresponding virtual symbol, namely

\[
c_i = d_{p,q} + \sum_{(m,n)\in\Omega_{d,q}} d_{m,n} g_{m,n}^p c_{m,n} + \eta_i^j
\]

and \(\eta_{p,q}^j\) denotes the corresponding noise component. Clearly, the latter is uncorrelated among different receive antennas. Collecting the above equations for all receive antennas, results, for each FT point, in an input–output equation similar to that for MIMO-OFDM [85]

\[
y_{p,q} \approx H_{p,q} c_{p,q} + \eta_{p,q},
\]

where

\[
H_{p,q} = [H_{p,q}^1 \ H_{p,q}^2 \ldots \ H_{p,q}^{N_t}]
\]

is the MIMO CFR at that point and

\[
c_{p,q} = d_{p,q} + \eta_{p,q}
\]

with

\[
d_{p,q} = [d_{p,q}^1 \ d_{p,q}^2 \ldots \ d_{p,q}^{N_t}]^T
\]

and \(\eta_{p,q}\) defined similarly.

3. Preamble-based channel estimation methods: the single-antenna case

Known (training) symbols for the purpose of channel estimation can be gathered in the beginning of a frame and/or placed at isolated FT points throughout the frame. These are the two principal pilot configurations, known as preamble and scattered pilots, respectively. The focus of this paper is on the design of the preamble\(^7\) for OFDM/OQAM systems and its use in estimating the channel. The difficulty in this task, compared to OFDM/QAM, lies in estimating a complex CFR in the presence of the imaginary intrinsic interference among neighboring FT points. The preamble design and the associated estimation method should take this scenario into account in some appropriate way. Three different approaches for preamble-based channel estimation, including their variants, are reviewed in this section, for SISO systems. The first approach, pairs of pilots (POP), relies on simple algebraic relations for the input/output samples in a number of (in practice consecutive) time instants. The second one, interference approximation method (IAM), aims at approximating the intrinsic imaginary interference from neighboring pilots and hence constructing complex pseudo-pilots as above, to accommodate the complex CFR. A number of variants of IAM are considered. In this context, recent results on designing optimal – in the sense of minimizing the channel estimation error – preambles are also recalled. An alternative approach, that of canceling or avoiding interference, is then discussed. The extension of some of these methods to the MIMO case is addressed in the following section.

Note that the methods presented here can be applied to any OFDM/OQAM filter bank, provided, of course, that the prototype filter is sufficiently well localized in time and frequency and the number of subcarriers is large enough that the models in Eqs. (5) and (10) hold with sufficient accuracy. Thus, methods aiming at enhancing the channel estimation performance through an interference-minimizing filter design are omitted; see e.g., [22,72]. Moreover, we do not include methods based on preambles that are not completely known to the receiver (as in, e.g., [35], where the training sequence is superimposed on the data) or are too spectrally inefficient (e.g., made of isolated pilots surrounded by a large neighborhood of zeros, as in [75–77]) or especially suited to wideband subchannels, being significantly more complicated (e.g., [33]) or significantly longer than those considered here e.g., [39,38]).

In the sequel, and in addition to the assumptions stated in the previous section, the channel is assumed to be time invariant during the preamble period.

\(^7\) Some principles apply if the pilot blocks are placed in the middle of the frame (midambles).
3.1. Pairs of pilots (POP) method

This method, proposed in [65], aims at computing a channel estimate by using (5) at two different (in practice consecutive) time instants, \(q_1,q_2\), to construct a system of equations for the real and imaginary parts of \(H_{p,q}\). Here, it is described in an alternative, equivalent way [23].

With the noise being neglected, denote by \(W_{p,q} = 1/H_{p,q}\) the corresponding zero forcing (ZF) equalizer coefficients. Then, one can write

\[
y_{p,q_1} W_{p,q_1} = d_{p,q_1} + \mu_{p,q_1}, \\
y_{p,q_2} W_{p,q_2} = d_{p,q_2} + \mu_{p,q_2},
\]

and therefore

\[
y^{R}_{p,q_1} W^{R}_{p,q_1} - y^{I}_{p,q_1} W^{I}_{p,q_1} = d_{p,q_1}, \\
y^{R}_{p,q_2} W^{R}_{p,q_2} - y^{I}_{p,q_2} W^{I}_{p,q_2} = d_{p,q_2}.
\]

Noting that \(W_{p,q_1} \approx W_{p,q_2}\) due to the (almost) time invariance of the CFR,

\[
\begin{bmatrix}
y^{R}_{p,q_1} \\
y^{R}_{p,q_2}
\end{bmatrix}
\begin{bmatrix}
y^{R}_{p,q_1} W^{R}_{p,q_1} \\
y^{R}_{p,q_2} W^{R}_{p,q_2}
\end{bmatrix}
= \begin{bmatrix}
d_{p,q_1} \\
d_{p,q_2}
\end{bmatrix},
\]

hence

\[
W_{p,q_1} = \frac{1}{y^{R}_{p,q_1}} \begin{bmatrix}
y^{R}_{p,q_1} W^{R}_{p,q_1} & y^{I}_{p,q_1} W^{I}_{p,q_1} \\
y^{R}_{p,q_2} W^{R}_{p,q_1} & y^{I}_{p,q_2} W^{I}_{p,q_1}
\end{bmatrix} \begin{bmatrix}
d_{p,q_1} \\
d_{p,q_2}
\end{bmatrix}.
\]

This can be more compactly written as

\[
W_{p,q} = W_{p,q_1} + \lambda W_{p,q_2} = \frac{1}{y^{R}_{p,q_1}} \begin{bmatrix}
y^{R}_{p,q_1} W^{R}_{p,q_1} & y^{I}_{p,q_1} W^{I}_{p,q_1} \\
y^{R}_{p,q_2} W^{R}_{p,q_1} & y^{I}_{p,q_2} W^{I}_{p,q_1}
\end{bmatrix} \begin{bmatrix}
d_{p,q_1} \\
d_{p,q_2}
\end{bmatrix}, \tag{11}
\]

In practice, the preamble would comprise the first two OFDM/OQAM symbols, that is, \(q_1 = 0\) and \(q_2 = 1\). In that case, and with the preamble suggested in [65], where \(d_{p,0} = (-1)^p\) and the second symbol is all zeros, the above would simplify to

\[
W_{p,0} = \frac{(-1)^p y^{R}_{p,1}}{3y^{R}_{p,0} y^{R}_{p,1}}. \tag{12}
\]

The CFR would then be computed as \(H_{p,0} = 1/W_{p,0}\).

An advantage of the POP scheme, besides its simplicity, is that it does not explicitly depend on the employed prototype filter. However, it must be emphasized that the above derivation only holds when noise is negligible. One can see that (see [65]), in the presence of noise, the method can have unpredictable performance since the degree of the noise enhancement in general also depends on unknown (hence uncontrollable) data.

3.2. Interference approximation method (IAM)

If the interference \(\mu_{p,q}\) in (6) is only due to the immediate neighbors of \((p,q)\) and these FT points carry training (hence known) symbols, then one can compute an approximation of this interference, as pointed out above. This can then be used to construct the complex pseudo-pilots \(c_{p,q}\) and subsequently use them to get a channel estimate in exactly the same way as in CP-OFDM (see (8)). This method is called (for obvious reasons) the interference approximation method (IAM) and requires that all input symbols in the immediate neighborhood of \((p,q)\) be known. This implies that, for each subcarrier, (at least) 1.5 complex symbols are required for training, representing an increased (though not significantly) overhead compared to CP-OFDM. The training would need to extend over more than three time instants for less well time-localized filters.

Writing (8) out,

\[
\hat{H}_{p,q} = H_{p,q} + \frac{\eta_{p,q}}{d_{p,q} + \mu_{p,q}},
\]

one can see that the pilots should be so chosen as to minimize the effect of the noise term. In [64,65], it is proposed that these be chosen so as to have pseudo-pilots of maximum magnitude. To this end, the surrounding training symbols should be such that all terms in (7) have the same sign so that they add together. Moreover, this should happen at all frequencies \(p\).

To this end, one needs to know the interference weights \(\langle g \rangle_{m,n}^p\) for the neighbors \((m,n) \in \Omega_{p,q}\) of each FT point \((p,q)\) of interest. These can be \(a\ priori\) computed based on the employed prototype filter \(g\). Moreover, it can be shown (see the Appendix) that, for any choice of \(g\), these weights follow a specific pattern, which, for the definition of \(\varphi_0\) adopted here, and for all \(q\), can be written as

\[
\begin{bmatrix}
(-1)^q \epsilon & 0 \\
(-1)^q \delta & \beta
\end{bmatrix}, \tag{13}
\]

with the horizontal and vertical directions corresponding to time and the vertical one to frequency, as in Fig. 1. The above quantities can be shown (see the Appendix) to be given by

\[
\beta = e^{-j2\pi/M[l_q - 1]/2} \sum_{l = 0}^{L_q - 1} g^2(l) e^{j2\pi/Ml}, \tag{14}
\]

\[
\gamma = \sum_{l = M/2}^{L_q - 1} g(l) \left(1 - \frac{M}{2}\right), \tag{15}
\]

\[
\delta = -je^{-j2\pi/M[l_q - 1]/2} \sum_{l = M/2}^{L_q - 1} g(l) \left(1 - \frac{M}{2}\right) e^{j2\pi/Ml}, \tag{16}
\]

\[
\epsilon = e^{j2\pi/M[l_q - 1]/2} \sum_{l = M/2}^{L_q - 1} g(l) \left(1 - \frac{M}{2}\right) e^{j2\pi/Ml} \tag{17}
\]

and are (absolutely) smaller than one, with \(\beta, \gamma, \delta > 0\). Generally, \(\beta, \gamma > \delta > \epsilon\). For example, \(\gamma = 0.553, \beta = 0.25, \delta = 0.2172,\) and \(\epsilon \approx 0.0004\) for the \(g\)’s designed in [11] with \(M = 512, K = 3\).

\* This is without loss of generality as analogous patterns result for other definitions of \(\varphi_0\) (see e.g., [26]).
Then, the imaginary part of the pseudo-pilot at \( \phi \) only come from the symbols at the positions \( d_p \). They should satisfy the condition of maximum modulus, \( d \). Obviously, these pilots must be OQAM symbols of maximum magnitude, \( \epsilon \). Thus, the imaginary pseudo-pilots result in only one third of the full preamble, that is, \( d_{p,0} = d_{p,2} = 0, \ p = 1, \ldots, M-1 \). Then, the imaginary part of the pseudo-pilot at \( (p,1) \) will only come from the symbols at the positions \( (p \pm 1,1) \). Obviously, these pilots must be OQAM symbols of maximum modulus, \( d \). Moreover, in view of the pattern (13), they should satisfy the condition \( d_{p+1,1} = -d_{p-1,1} \) for all \( p \), in order to yield pseudo-pilots of maximum magnitude, namely \( |d_{p,1} + \sqrt{2}d_{p+1,1}| = d\sqrt{1 + 4\beta^2} \). This preamble structure is shown in Fig. 3(a), for the example of \( M = 8 \) and with OQPSK modulation. This channel estimation method is called IAM2 in [65], to distinguish it from IAM1, where all symbols, at all three time instants, are randomly chosen. To prevent possible increase of the peak to average power ratio (PAPR) with IAM2, a random selection of the middle symbols in IAM2 is also proposed in [68], giving rise to the IAM3 method. In the sequel, we will focus on IAM2, due to its ability to maximize the magnitude of the pseudo-pilots with the aid of real pilot symbols, and use the name IAM-R, coined in [68] to signify the fact that its pilot symbols are real.

### 3.2.2. The IAM-I method

It can be verified from (6) that one can do better in maximizing the magnitude of the pseudo-pilots if imaginary pilot symbols \( d_{p,0} \) of maximum modulus \( d \) are also allowed in the preamble. The reason is that the corresponding pseudo-pilot would then be imaginary and hence of larger magnitude than in IAM-R, namely \( |d_{p,1} + \sqrt{2}d_{p+1,1}| \), provided that the signs of the pilot symbol and its neighbors are properly chosen so that \( d_{p,0} d_{p,1} > 0 \). Such an IAM scheme was first proposed in [68], and was called IAM-1 to signify the presence of imaginary pilots. The middle preamble vector consists of triplets, with each one of them following the above principle, and the pilots in each triplet are otherwise selected in random and independently of the other triplets. Hence, imaginary pseudo-pilots result in only one third of the subcarriers, with magnitude \( d(1 + 2\beta) \), whereas the rest of them deliver complex pseudo-pilots of smaller magnitude, \( d(1 + \beta + j\beta) \). An example, for \( M = 8 \) and OQPSK symbols, is depicted in Fig. 3(b). Note that the above preamble is, strictly speaking, not OQAM. Nevertheless, it can still be fed to the synthesis filter bank and perfectly reconstructed at the analysis bank.

### 3.2.3. The IAM-C method

With the preamble proposed in [68], imaginary pseudo-pilots will result in only one third of the subcarriers used, whereas the rest of the subcarriers will deliver complex pseudo-pilots. With a slight modification, one can improve upon this and obtain pseudo-pilots that are either purely real or imaginary at all the subcarriers. The idea is to simply set the middle OFDM/OQAM symbol equal to that in IAM-R but with the pilots at the odd subcarriers multiplied by \( j \), as shown in [24] and independently in [29]. Again, for the \( M = 8 \) OQPSK example, this will result in the preamble shown in Fig. 3(c). This preamble was called IAM-C in [29].

### 3.2.4. Optimal preambles

In [29], the IAM-C preamble was derived as a solution to the problem of optimal 3-symbol preamble design with zero guard symbols, where optimal is in the sense of attaining the minimum possible mean squared error (MSE) with a given transmit energy budget, was recently studied in [52] and the results were later complemented in [53]. Two different configurations were considered: sparse, where only \( L_h \) isolated subcarriers carry pilots, with the rest of them being nulled, and full, with all frequencies being occupied with non-zero pilots. It was proved that:

1. The pilot-carrying subcarriers in an optimal sparse preamble are equidistant with the pilots being equipowered.
2. With \( \varphi_{m,n} \) defined as above and including the phase factors \( \varphi_{m,n+1} \) in the pilot symbols, they should be all equal but with alternating signs in an optimal full preamble.\(^9\)

One can readily see that the IAM-C preamble – proved to be optimal in [29] – follows the general structure of an OQAM symbol.

\(^9\) With \( \varphi_{m,n} = (m+n)n/2 \) instead, these symbols must be all equal. See [53] for more on this, independent of the \( \varphi_{m,n} \) definition.
optimal full preamble of this kind, as it was derived in [52,53]. For example, multiplied with \( e^{j\varphi_m} \) the middle vector in Fig. 3(c) becomes \( \beta_j - \beta_{j-1} - \beta_{j-2} \ldots \).

3.2.5. The extended IAM-C (E-IAM-C) method

The optimality of IAM-C is restricted to the 3-symbol preambles with nulls at their sides. One could wonder whether an alternative preamble structure which employs the side symbols as well could yield pseudopilots that are stronger than those of IAM-C. It turns out that such a preamble can indeed be formed in an analogous way as previously, by employing the left and right hand sides of the neighborhood (13) as well [55]. Thus, at an odd-indexed subcarrier \( p \), with the pilot \( \pm d_j \) in the middle, one should place \( \mp d \) at the right hand side, and its negative, \( \pm d \) at the left hand side. These side pilots will then contribute \( \pm d_j / 2 \) each to the interference for the central pilot. In an analogous way, at an even-indexed subcarrier \( p \), the middle pilot, say \( d \), will get a total interference of \( \pm 2d_j / 2 \) from its \((p,0)\) and \((p,2)\) neighbors, if these are chosen as \( \pm d_j \) and \( \mp d \), respectively. It can then be verified that, because of (13), the interference components with weights \( \pm \delta \) cancel each other, and hence have no contribution to the pseudopilot. However, this loss is not significant since \( \delta \) is significantly smaller than \( \gamma \). The resulting pseudo-pilots are again either purely real or imaginary, with magnitude

\[
d(1 + 2(\beta + \gamma + 2\delta)),
\]

which is clearly larger than that achieved by IAM-C. For the example filters employed here [11], with \( M=512 \) and \( K=3 \), the corresponding magnitudes are 2.6076 and 1.5d. An example of the preamble configuration for \( M=8 \) and OQPSK modulation is given in Fig. 3(d). One can see that the left hand column is built by repeating each quadruple of the middle pilots in reverse order, while the right hand column is simply the interference of the left hand one.

The above hold for prototype filters having \( \varepsilon > 0 \), as it is most often the case. Whenever \( \varepsilon < 0 \), as it is the case for extended Gaussian function (EGF)-based filter banks for example [63], the E-IAM-C preamble can be modified to yield pseudo-pilots of magnitude \( \sqrt{(1 + 2(\beta + \gamma + 2\delta)^2)} \).

Fig. 3(e) shows such a preamble configuration for \( M=8 \), with OQPSK modulation.

It must be emphasized here that, since all three OFDM/OQAM symbols of the E-IAM-C preamble are non-zero, it will require more power to be transmitted than the previous ones. This fact is fairly taken into account in the simulation experiments (see Section 5), along with possible interference coming from the data part of the frame.

3.3. Interference cancelation/avoidance methods

An alternative, more straightforward approach to cope with the intrinsic interference is to so design the preamble and the associated estimation method as to somehow cancel or avoid it. This is in contrast to the IAM approach presented above, where interference is taken advantage of to improve the channel estimation accuracy. The methods following this alternative approach can be roughly categorized as follows.

A direct way to cancel the interference is to simply null the data surrounding the pilot FT point. Note that this idea was already used in some of the IAM preambles above, where guard OFDM/OQAM symbols were inserted to (approximately) null the interference from preceding and following data. The problem can be further simplified if zeros are also transmitted at the middle symbol, at all odd- (or all even-)indexed subcarriers. In this way, the CFR can be estimated at the even-(odd-)indexed subcarriers just like in CP-OFDM. The channel at the rest of the frequencies will then have to be estimated via interpolation [37]. Such a preamble design was proposed in [43] and an example (for \( M=8 \)) is given in Fig. 4(a). The same idea was essentially used in [76,77], and it was also independently included in the preamble evaluation study of [24] (for MIMO). In the latter, only every third subcarrier was modulated, in accordance with the pilot configuration suggested in WiMAX DL-PUSC with segmentation [7]. A less direct design, which relies on the symmetries in (13) to cancel the interference from adjacent subcarriers, was proposed in [51] and is depicted in Fig. 4(b) for the \( M=8 \) example.

A more spectrally efficient preamble design method, which also takes advantage of the symmetries in the neighboring times in (13) to transmit data at these FT positions instead of nulls, was suggested in [91]. The way this is achieved is by considering only the first-order neighbors and canceling the interferences coming from them in pairs. Thus, following the pattern in (13), the data modulating the first-order neighbors would be structured as follows:

\[
\begin{array}{cccccc}
\text{a} & \text{b} & \text{c} & \text{d} & \text{c} & \text{b} \\
0 & 1 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & -1 & 0 & -1 \\
-1 & 0 & 0 & 1 & 0 & -1 \\
0 & 0 & 0 & -1 & 0 & -1 \\
0 & -1 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & -1 & 0 & -1 \\
0 & -1 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & -1 & 0 & -1 \\
\end{array}
\]

**Fig. 4.** Preamble structures aiming at interference cancelation: (a) [43], (b) [51], (c) [91], and avoidance: (d) [42,25]. \( M=8 \). OQPSK modulation is assumed.

\[ \text{a} \times \text{b} \times \text{c} \times \text{d} \]

\[ -\text{a} \times \text{b} \times \text{c} \]
Note that the idea is similar to that of the help pilot [47], although, here, only four, instead of seven information symbols can be transmitted per pilot. In fact, this idea is proposed in [91] in the context of scattered pilots. One can, however, easily use it to design a preamble with the property of interference cancelation, by simply applying the above pattern for every third subcarrier and resorting to interpolation for the rest of them. This would result in a preamble containing about $4M/3$ data symbols; this is a considerable gain in spectral efficiency compared to the methods previously described. To obtain better channel estimates at the intermediate frequencies, one could even apply this in every second subcarrier. This is made possible by the fact that, as shown in (13), the interference weights are the same for every second subcarrier. However, such a preamble construction would impose some additional constraints to the data that can be transmitted, reducing the data symbols to only $3 + (M/2)$. Fig. 4(c) provides an example for $M = 8$ and pilots placed at the even-indexed subcarriers.

Preambles of an even higher spectral efficiency can be conceived, comprising only one reference OFDM/QAM symbol surrounded by completely unknown data. Hence, no guard symbols or data of a specific structure are transmitted along with the known symbols as in the previous cases. This, however, implies that the interference from surrounding symbols is completely unknown and its elimination becomes an important issue. The approach proposed in [42] is to follow an iterative procedure, where in each iteration the available channel estimate is used to approximate the surrounding data and vice versa. The original channel estimate is only based on the preamble symbol, ignoring the interference effect. The following channel estimates are computed on the basis of both pilot symbols and estimated data symbols (e.g., using least squares (LS)). The channel and data estimates are improved from one iteration to the other. In the simulation results reported in [42], the iterative approach is shown to achieve better performance than the method relying on guard symbols, in only two iterations. More iterations are shown to lead to further improvements. Such an iterative approach was also proposed in [67], albeit for isolated (scattered) pilots. Observe that one can choose the pilot symbols so as to, at least, cancel the interference from neighboring pilots, by respecting the symmetry of (13). An example, for $M = 8$, is given in Fig. 4(d). A similar preamble is used in the method of [25], where the channel and data symbol estimates are used to approximate the interference and subtract it from the AFB output. An alternative and quite effective approach to reducing the interference (and noise) effects on the CFR estimates is through the exploitation of the knowledge of (an upper bound of) the channel delay spread (e.g., via DFT interpolation of the estimated CFR values), as recently demonstrated in [69] (see also [52]), where the initial estimates in the method of [42] were shown to admit a considerable improvement. Such a filtering of the CFR estimates can be easily applied in other preamble-based methods as well, including the IAM schemes (and CP-OFDM channel estimation) evaluated in Section 5, with significant gains in performance (not shown here).

4. Preamble-based channel estimation methods: the multiple-antenna case

4.1. MIMO POP method

The POP method of Section 3.1 can be easily extended to the MIMO case, as follows [24]. Consider (10) with noise being neglected and assume $H_{pq}^*$ is left-invertible for all $p, q$ (hence $N_t \geq N_t$). Denote by $W$ the (per-subcarrier) ZF equalization matrix, that is, $W_{pq} = H_{pq}^*$, where $H_{pq}^*$ is the left inverse of $H_{pq}$. Write (10) in the form

$$W_{pq}Y_{pq} = c_{pq}$$

for $q = 0, 1, \ldots, 2N_t - 1$. Collecting these equations into one, one can write

$$[W_{pq}] egin{bmatrix} Y_{p,0}^R & Y_{p,1}^R & \cdots & Y_{p,2N_t-1}^R \\ Y_{p,0}^I & Y_{p,1}^I & \cdots & Y_{p,2N_t-1}^I \end{bmatrix} = \begin{bmatrix} d_{p,0} \\ d_{p,1} \\ \vdots \\ d_{p,2N_t-1} \end{bmatrix}$$

or

$$[W_{pq}] Y_{p} = D_{p}.$$

The ZF equalizer can then be computed as

$$[W_{pq}]^D Y_{p} = D_{p}^{-1}$$

and hence the channel matrix can be found as the right inverse of

$$W_{pq} = W_{pq}^R + iW_{pq}^I = D_{p} Y_{p}^{-1} \left( \begin{bmatrix} 1 \\ 0 \end{bmatrix} \otimes I_{N_t} \right).$$

Remark. It must be noted that this scheme is no longer associated to the concept of “pairs of pilots” and the name “POP” can only be used here as a reminder of its SISO counterpart.

4.2. MIMO IAM

As in MIMO-OFDM, one can consider three different patterns for preamble training (see e.g., [7, Section 5.7]): independent (one antenna at a time), scattered (transmitting at different frequencies), and orthogonal (transmitting orthogonal signals at the same times and frequencies). IAM preambles of the latter category can be easily constructed from their SISO counterparts if a pattern analogous to that used for MIMO-OFDM in [85] is followed. Such an extension of IAM to the MIMO setup was reported and analyzed in [56], and is, in fact, the first attempt to address full preamble-based channel estimation in the MIMO-OFDM/QAM context. A sparse preamble design was first considered in [24] and was based on earlier work on orthogonal MSE-optimal training design for MIMO-OFDM systems. This will be described in the next section.
where $N$ is the number of transmit antennas.

2. Note that, in view of the orthogonality of the matrix $A_2$, noise enhancement is again controlled by the magnitude of the pseudo pilot $c_p$. Indeed, one can readily see that the covariance matrix of the noise term in (19) equals $\sigma^2/|c_p|^2 I_{N_t}$, which corresponds to an MSE given by

$$E(||\hat{H}_{p,1} - H_{p,1}||^2) = N_t \sigma^2 / |c_p|^2.$$  

(20)

3. The preamble given above is easily generalized to systems with more than two transmit antennas, with $N_t$ being a power of 2. Simply select the corresponding matrix $A_{N_t}$ to be a Hadamard matrix of order $N_t$ and build the preamble accordingly. The MSE will be still given by (20).

4. For an $N_t \times N_t$ system, the IAM preambles with guard symbols require $2N_t + 1$ OFDM/OQAM symbols. This is equivalent to $N_t + 1/2$ complex OFDM/QAM symbols, that is, half a complex symbol longer than the preamble one would use in MIMO-OFDM. Nevertheless, even this extra QAM symbol can be avoided in practice, by eliminating the leading null symbol in the preamble above. This is often possible when interference from preceding data can be practically ignored, as for example in WiMAX [7], where the gap between two successive frames can play the role of the missing guard symbol. The number of complex OFDM symbols spent for the E-IAM-C preamble is somewhat larger: $N_t/2$ more than that one would use for MIMO-OFDM. However, as it is demonstrated in the simulation examples, this increase in the preamble duration can offer considerable improvement in the estimation accuracy.

5. Eq. (18) relies on the assumption that the prototype filter is sufficiently well localized in time so that interference from time instants other than the previous and next is negligible. In fact, often this is not the case in practice and there is non-negligible interference to the $(p,q)$ FT point from time instants $q \pm 2$ as well. Hence the “pseudo pilot” matrix in (18) is equal to

$$\begin{pmatrix} c_p^1 & c_p^1 \\ c_p^2 & -c_p^2 \end{pmatrix}$$

instead, with $c_p^i$ corresponding to the $i$th transmit antenna and $|c_p^1| \neq |c_p^2|$. The latter implies that the two columns of the CFR matrix (i.e., the channels from the two transmit antennas) are not estimated with the same accuracy. The associated MSE for the subcarrier $p$ is then equal to $(N_t \sigma^2 / 2)(1/|c_p^1|^2 + 1/|c_p^2|^2)$. Things are analogous, yet somewhat more complicated, for $N_t > 2$. In general, the pseudo pilot matrix is no longer unitary. It only has (nearly) orthogonal rows. This fact was taken into account in the simulations; that is, the correct (not the ideal) pseudo pilot matrix was used in all cases. Note that this difficulty can be easily overcome, albeit at an extra cost in training bandwidth, if

![IAM-C preamble for a $2 \times X$ system, with (a) and (b) corresponding to the two transmit antennas. $M=8$. OQPSK modulation is assumed.](image-url)
more than one guard symbol are placed among the $N_t$ repetitions of the IAM preamble above.

4.3. Optimal sparse preamble

The MIMO preambles described above are of duration proportional to the number of transmit antennas, $N_t$. Shorter preambles, consisting of three OFDM/QAM symbols per antenna (independently of $N_t$) as in the SISO case (with zero guard symbols surrounding a non-zero one), were also reported in [24] and are of the sparse type, i.e., with nulls among the pilot subcarriers. One of those preambles was based on earlier work on orthogonal training design for MIMO-OFDM systems [90] and shown to be also optimal in the MSE sense. The idea is briefly recalled here. Such a channel estimation approach was also recently adopted in [19]. Let $N = M/L_h$ be an integer,\(^{11}\) greater than or equal to $2N_t$.\(^{12}\) Consider $N_t$ sets of $L_h$ pilots each, placed at subcarriers $(p_i,p_i+N,p_i+2N_t,...,p_i+(L_h-1)N_t)$, $i = 1,2,...,N_t$, with user-chosen starting positions $p_1,p_2,...,p_{N_t} \in \{0,1,...,N-1\}$ and with the rest of the subcarriers being nulled. Thus, the pilot subcarriers within each set are equispaced. Moreover, the symbol pilots are chosen to be equipowered. $p_i$’s can be so selected as to have at least one zero between two non-zero pilots (sparse preamble), thus avoiding interference among them.

Since the focus will be on the middle non-zero preamble vector in each antenna, the time index (normally $q = 1$) will be dropped for simplicity. Let $y^{(p)} = [y_{p}^{T} y_{p+N}^{T} \cdots y_{p+(L_h-1)N_t}^{T}]^{T}$, with $y_p = y_{p,1}$ defined as in (10), contain the received signals at the $p$th pilot-tone set and similarly define $\eta^{(p)}$ for the corresponding frequency domain noise components. Then one can readily verify that

$$\begin{align*}
y^{(p)} &= \mathbf{D}^{(p)} \mathbf{F}_{L_h} \mathbf{W}^{(p)} \mathbf{h} + \mathbf{D}^{(p)} \mathbf{F}_{L_h} \mathbf{W}^{(p)} \mathbf{h}^2 + \cdots + \mathbf{D}^{(p)} \mathbf{F}_{L_h} \mathbf{W}^{(p)} \mathbf{h}^N_t + \eta^{(p)} \\
&= \sum_{i=1}^{N_t} \mathbf{C}^i \mathbf{h}^i + \eta^{(p)}, \tag{21}
\end{align*}$$

where

$$\mathbf{C}^i = \mathbf{D}^{(p)} \mathbf{F}_{L_h} \mathbf{W}^{(p)}$$

with

$$\mathbf{D}^{(p)} = \text{diag}(d^i_1,d^i_{p+1},d^i_{p+2},...,d^i_{p+(L_h-1)N_t}) \otimes \mathbf{I}_{N_t},$$

$$\mathbf{F}_{L_h} = \mathbf{F}(1:N:M,1:L_h) \otimes \mathbf{I}_{N_t},$$

with $\mathbf{F}(1:N:M,1:L_h)$ being (in Matlab notation) the submatrix of the $M$th-order DFT matrix $\mathbf{F}$ consisting of its first $L_h$ columns and every $N$th of its rows,

$$\mathbf{W}^{(p)} = \text{diag}(1,w_M^{p},w_M^{2p},...,w_M^{(L_h-1)p})$$

with $w_M = e^{-j2\pi/M}$ denoting the Mth root of unity, and $\mathbf{h}^i$ contains the impulse responses of the channels from transmit antenna $i$ to all receive antennas. Then one can compute an estimate of the entire system impulse response $\mathbf{h} = [(\mathbf{h}^1)^T (\mathbf{h}^2)^T \cdots (\mathbf{h}^N)^T]^T$ by solving the $N_tN_rL_h \times N_tN_rL_h$ system of equations

$$
\begin{bmatrix}
\mathbf{y}^{(p_1)}_1 \\
\mathbf{y}^{(p_2)}_2 \\
\vdots \\
\mathbf{y}^{(p_{N_t})}_{N_t}
\end{bmatrix} = 
\begin{bmatrix}
\mathbf{C}^1 \\
\mathbf{C}^2 \\
\vdots \\
\mathbf{C}^{N_t}
\end{bmatrix} 
\begin{bmatrix}
\mathbf{h}^1 \\
\mathbf{h}^2 \\
\vdots \\
\mathbf{h}^{N_t}
\end{bmatrix} + 
\begin{bmatrix}
\eta^{(p_1)}_1 \\
\eta^{(p_2)}_2 \\
\vdots \\
\eta^{(p_{N_t})}_{N_t}
\end{bmatrix}
$$

or

$$\mathbf{y} = \mathbf{C} \mathbf{h} + \eta. \tag{22}$$

Note that $\eta$ is white. Thus, the LS solution of (22) will be optimal in the MSE sense if $\mathbf{C}$ is unitary. A sufficient condition ensuring the latter is that

$$d^i_p = d^i_{p+N} = \cdots = d^i_{p+(L_h-1)N_t} \quad \text{for all } p,i$$

(23)

and the matrix

$$\mathbf{D} = 
\begin{bmatrix}
d^1_p & d^1_{p+1} & \cdots & d^1_{p+(L_h-1)N_t} \\
d^2_p & d^2_{p+1} & \cdots & d^2_{p+(L_h-1)N_t} \\
\vdots & \vdots & \ddots & \vdots \\
d^{N_t}_p & d^{N_t}_{p+1} & \cdots & d^{N_t}_{p+(L_h-1)N_t}
\end{bmatrix} \tag{24}$$

be unitary. For example, with $M=8$, $N_t=2$ and $L_h=2$, we have $N=4$. Choosing $\mathbf{D}$ to be the orthogonal matrix

$$\mathbf{D} = 
\begin{bmatrix}
1 & 1 \\
1 & -1
\end{bmatrix}$$

and $p_1=0$, $p_2=2$, the middle (non-zero) vectors of the preambles employed at the two transmit antennas will be

$$\begin{align*}
1 & 1 \\
0 & 0 \\
1 & -1 \\
0 & 0 \\
1 & 1 \\
0 & 0 \\
1 & -1 \\
0 & 0
\end{align*}$$

Note that, in the SISO case, the above reduces to the optimal sparse preamble-based approach of [52] as outlined previously. In fact, it can be verified that, in that case, the pilot symbols need only be equipowered (not as in (23)) as proved in [52].

5. Simulation results

In this section, simulation results are reported that demonstrate and compare the performances of the IAM schemes previously discussed. In the SISO scenario, the iterative method of Hu et al. [42] was also tested, with the preamble built as in Fig. 4(d), preceded by zeros (due, e.g.,

\(^{11}\) If not, one can use $L_h$ the smallest power of 2 that is not smaller than $L_h$, that is, $2^\lceil \log_2 L_h \rceil$.

\(^{12}\) $N \geq N_t$ anyway, since the number of unknown parameters ($N_tN_rL_h$) cannot exceed the number of received signals ($MN_r$).
to the inter-frame gap) and followed by random i.i.d. data. Results of the POP method were not included since, as expected, it had a quite poor performance compared with the rest of the methods studied. For the sake of completeness, CP-OFDM is also included, with the minimum possible CP length (equal to the channel order). A realistic scenario where all the preambles are followed by pseudorandom data was considered. This is of importance for the results to be presented, since the assumption used above that the middle preamble OFDM/OQAM symbol receives negligible interference from the following data is not exact, even with the well localized prototype filters employed in the experiments. Thus, the late part of the preamble signal contains a portion of the front tail of the data burst as well, and this was taken into account when estimating the required transmit power. Note that this problem is not present in CP-OFDM and is due to the long tails of the OFDM/OQAM prototype filter impulse response. It should also be pointed out here that the SFB output signal contains a portion of the front tail of the OFDM/OQAM preamble is of length \((K+1)M\), which is approximately \(K+1\) times as long as that of CP-OFDM. One could consider shortening the preamble burst by eliminating its tails, as it was recently described in [14]. As for the time invariance assumption for the channel and its validity throughout the preamble signal, one can see that, for scenarios similar to that of WiMAX for example [7], and for reasonable mobile speeds, the channel coherence interval spans many more than \(K+1 M\)-blocks.

The experiments utilized prototype filters designed as in [11]. Filter banks with \(M=512\) and \(K=3\) were used. QPSK modulation was adopted. The comparison results are presented in terms of the normalized MSE (NMSE) in estimating the channel and/or the corresponding detection (uncoded bit error rate (BER)) performance of zero forcing single-tap per subcarrier equalizers working in the frequency domain. For the latter, the channels were assumed time invariant over the whole frame for simplicity. The signal to noise ratio (SNR) loss in CP-OFDM due to the CP redundancy in data transmission was taken into account when calculating BER. The NMSE, \(E[(H-H)^2]/\|H\|^2\), where \(H\) is the CFR and \(H\) its estimate, is plotted with respect to the SNR. The latter is defined as the ratio of the channel input (i.e., SFB output) power to the power of the noise. Note that in order to be fair with respect to the power transmission requirements, all the preambles are appropriately scaled so as to result in the same power at the SFB output. It must be emphasized that these power values turn out to differ much more with each other than they do at the SFB input. (In fact, earlier comparison studies seem not to have taken this into account and only equalized powers at the SFB input.) An example is shown in Fig. 6. The figure also shows that, as pointed out in [63], this kind of IAM preambles result in high PAPR signals at the SFB output, due to their deterministic/periodic nature. In fact, as it can be seen in the example, this effect is more evident in IAM-C and its extended version (\(PAPR \approx 33\) dB) than in IAM-R (\(\approx 32\) dB), while it is much less severe in IAM-I (\(\approx 18.6\) dB) due to its pseudorandom symbols.

Fig. 6. Magnitude squared of the modulated IAM preambles. \(M=512, K=3\). QPSK modulation.

---

13 In fact, what comes immediately after the preamble is usually control information rather than random data (e.g., [7]). Nevertheless, whatever structure is found in this control part of the frame is ignored here for the purposes of the experiments.
5.1. SISO systems

Training in CP-OFDM was based on a single-symbol complex QPSK pseudo-random preamble. The iterations in the method of [42] relied on a single data OFDM/OQAM symbol following the pilot symbol. At moderate to high SNR values, two iterations sufficed for convergence. Fig. 7(a) and (b) shows the MSE performance of the methods under study for Veh-A and Veh-B channels [44], of medium and high frequency selectivity, respectively. Observe that in both cases E-IAM-C outperforms the other schemes in the whole SNR range considered, with the iterative method of Hu et al. exhibiting the worst performance among the OFDM/OQAM schemes. Moreover, all the OFDM/OQAM methods perform better than CP-OFDM at low to moderate SNR values. At higher SNRs, CP-OFDM takes over while the NMSE curves of the OFDM/OQAM schemes reach an error floor. This is a well known phenomenon in such systems and is due to the fact that the approximation (5) is not exact for channels of significant time dispersion. Hence there is residual intrinsic interference, which is hidden by the noise at low SNRs and shows up in the weak noise regime. It should also be noticed that the OFDM/OQAM methods are less well performing with channels of higher frequency selectivity and the crossing point with the CP-OFDM curve appears earlier in that case (see Fig. 7(b)). This behavior is again explained by the fact that, in the highly frequency selective case, the assumption of a locally flat CFR, and hence (5), is much less valid. The corresponding BER results are reported in Fig. 8.

Fig. 9 provides an example of the performances obtained when the preambles are only normalized to equal powers at the SFB input (instead of at the transmitted signal as above), as it is the case in most of the existing literature. Moreover, the interference from the data part is considered to be negligible. Comparing with Fig. 8(a), one can see that the performance of all OFDM/OQAM methods is then improved while the differences among the IAM methods are reduced. In fact, E-IAM-C and
IAM-C curves almost coincide. Fig. 9(b) zooms on the curves of Fig. 9(a) at BER of $10^{-2}$ and less, to more clearly demonstrate the performance differences. Note that the IAM schemes using non-real pilots can offer a gain of up to 2 dB compared to CP-OFDM [68].

5.2. MIMO systems

The channel taps were modeled in accordance with the Kronecker model, that is $\mathbf{h}(l) = \mathbf{R}_r^{1/2}(l)\mathbf{h}_w(l)\mathbf{R}_t^{1/2}(l)$, $l = 0, 1, \ldots, L_h - 1$, where the receive and transmit correlation matrices $\mathbf{R}_r(l), \mathbf{R}_t(l)$ are generated according to the exponential model, and $\mathbf{h}_w(l)$ is a matrix of i.i.d. zero mean circularly symmetric Gaussian entries following a Veh-A or Veh-B power delay profile. Weak spatial correlation was assumed at both the transmit and receive sides of the channel. The CP-OFDM preamble was similarly chosen, namely $\mathbf{A}_k \otimes \mathbf{x}$ with $\mathbf{x}$ being a pseudorandom $M$-vector of complex QPSK pilots.

Fig. 10 shows the BER performance of the methods under study in $2 \times 2$ systems. Veh-A and Veh-B channels were considered in Fig. 10(a) and (b), respectively. Once more, E-IAM-C outperforms the other schemes in the whole SNR range considered. Moreover, all the IAM methods perform better than CP-OFDM at low to moderate SNR values. At higher SNRs, the error floor effect, which was observed in the SISO scenario, appears here too. As previously, it is more severe for more frequency selective channels (cf. Fig. 10(b)).

6. Conclusions

The problem of preamble-based channel estimation in OFDM/OQAM systems was revisited in this paper, and a review of the preamble structures and associated estimation methods was given, for both SISO and MIMO systems. Results on MSE-optimal design of full and sparse preambles with zero guard symbols were also reviewed for SISO systems. Recent results on MSE-optimal sparse preambles for the MIMO scenario were also reported. The performances of the principal methods (including IAM variants and the iterative method of [42]) were...
demonstrated via results of simulation for both mildly and highly frequency-selective channels, also in a realistic scenario including interference from data. A recently developed method of the IAM type, E-IAM-C, was seen to perform at least as well as the rest and at all considered SNR values. Further investigation is required to assess the loss in performance from tail truncation in the IAM preambles and mitigate the high PAPR problem associated with their periodic structure. Moreover, improved IAM designs are needed for MIMO-OFDM/OQAM, as well as optimality results for full preambles in such systems.
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Appendix A. Time-frequency neighborhood

In this appendix, the interference terms from the neighbors of a FT point are computed in closed form, based on the knowledge of the prototype filter. Moreover, their symmetries are demonstrated.

These are the quantities we have previously denoted as

\[ \langle g \rangle_{m,n}^q = \mathcal{A}(\langle g \rangle_{m,n}) \]

where

\[ \langle g \rangle_{m,n}^q = \sum g_{m,n}(l)g_{m,n}^*(l) \]

The latter has to be computed for \( p \in \{-2,-1,0,1,2\} \) and \( q \in \{-1,0,1\} \), with \((p,q) \neq (0,0)\). In general, it can be written as

\[
\langle g \rangle_{m,n}^{p+q} = \sum_{l} g_{m+n+q}^* g_{m+n}(l) e^{i2\pi/l} e^{i\Delta \phi} = \langle g \rangle_{m,n}^{p+q},
\]

where \( \Delta \phi = \phi_{m+n+q} - \phi_{m+n} = (p+q)(\pi/2) - (mp + pn + pq)\pi \).

Substituting this in (25) and after some algebra, the following simplified form results:

\[
\langle g \rangle_{m,n}^{p+q} = \left(1 - nq\right) g_{m+n}(l) e^{i2\pi/l} e^{i\Delta \phi} = \langle g \rangle_{m,n}^{p+q},
\]

where \( \Delta \phi = \phi_{m+n+q} - \phi_{m+n} = (p+q)(\pi/2) - (mp + pn + pq)\pi \). Substituting this in (25) and after some algebra, the following simplified form results:

\[
\langle g \rangle_{m,n}^{p+q} = \left(1 - nq\right) g_{m+n}(l) e^{i2\pi/l} e^{i\Delta \phi} = \langle g \rangle_{m,n}^{p+q},
\]

Observing that this is independent of \( n \).

Let us consider the various cases in detail:

\begin{align*}
&1. q = 0, p \in \{\pm 1, \pm 2\} \\
&2. q = 1, p \in \{-1,0,1\} \\
&3. q = 1, p \in \{-1,0,1\} \\
&4. q = 1, p \in \{-1,0,1\}
\end{align*}

For \( p = \pm 1 \), Eq. (26) becomes

\[
\langle g \rangle_{m,n}^{p+q} = -e^{i2\pi/M} \sum_{l=0}^{L-1} g(l) e^{i2\pi/ml}. 
\]

and hence

\[
\langle g \rangle_{m,n}^{p+q} = -e^{i2\pi/M} \sum_{l=0}^{L-1} g(l) e^{i2\pi/ml}. 
\]

In view of the fact that the latter quantities are real and hence equal to their conjugates, we can write

\[
\beta = \langle g \rangle_{m,n}^{p+q} = -\langle g \rangle_{m,n}^{p-1}. 
\]

Thus

\[
\langle g \rangle_{m,n}^{p+q} = (1 - nq) \sum_{l=0}^{L-1} g(l) e^{i2\pi/ml} = (1 - nq) \beta. 
\]

For \( p = 2 \), we have

\[
\langle g \rangle_{m,n}^{2+q} = -e^{i2\pi/M} \sum_{l=0}^{L-1} g(l) e^{i2\pi/ml}. 
\]

with \( G^2(p) \) denoting the M-point discrete Fourier transform of \( g \). This coincides with the ambiguity function of \( g, \rho_G(q,p) \), calculated at \((0, \pm 2)\). The latter is known to equal zero for all \( g \)’s that can be used as prototype filters in such filter banks [28]. Hence

\[
\langle g \rangle_{m,n}^{2+q} = 0. 
\]

(2) \( q = -1, p \in \{-2, -1, 0, 1\} \)

With \( q = -1 \), Eq. (26) becomes

\[
\langle g \rangle_{m,n}^{p+1} = \sum_{l=0}^{L-1} g(l) e^{i2\pi/ml} = (1 - nq) \beta. 
\]

while for \( p = 2 \),

\[
\langle g \rangle_{m,n}^{2+1} = -e^{i2\pi/M} \sum_{l=0}^{L-1} g(l) e^{i2\pi/ml} = (1 - nq) \beta. 
\]

Substituting \( q = 1 \) in (26) yields

\[
\langle g \rangle_{m,n}^{p+1} = \sum_{l=0}^{L-1} g(l) e^{i2\pi/ml} = (1 - nq) \beta. 
\]

and after a change of variable in the summation

\[
\langle g \rangle_{m,n}^{p+1} = \sum_{l=0}^{L-1} g(l) e^{i2\pi/ml} = (1 - nq) \beta. 
\]
\[ j \cdot \mathcal{F}^{-1}(1)^{m} + P \cdot e^{-\gamma l_{c} / (M \cdot l_{c})^{1/2}} \sum_{i=M/2}^{L-1} g \left( \frac{M}{2} \right) e^{i 2\pi n \cdot M / l_{c}}. \]

Thus

\[ g \left( m, n + 1 \right) = (-1)^{m} \sum_{i=M/2}^{L-1} g \left( \frac{M}{2} \right) e^{i 2\pi n \cdot M / l_{c}}, \]

\[ g \left( m, n + 1 \right) = (-1)^{m} \sum_{i=M/2}^{L-1} g \left( \frac{M}{2} \right) e^{i 2\pi n \cdot M / l_{c}}. \]

which, in view of the above, result in

\[ g \left( m, n + 1 \right) = (-1)^{m} g, \]

\[ g \left( m, n + 1 \right) = (-1)^{m} d, \]

\[ g \left( m, n + 1 \right) = (-1)^{m} e. \]

It thus turns out that the 5 \times 3 neighborhood of the (m, n) point is as follows:

\[ \begin{array}{ccc}
(-1)^{m} \varepsilon & 0 & (-1)^{m} \varepsilon \\
(-1)^{m} \delta & -\beta & (-1)^{m} \delta \\
(-1)^{m} \gamma & d_{m,n} & (-1)^{m} \gamma \\
(-1)^{m} \delta & \beta & (-1)^{m} \delta \\
(-1)^{m} \varepsilon & 0 & (-1)^{m} \varepsilon \\
\end{array} \]
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