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Abstract—In this paper, two novel possibilistic clustering algo-
rithms are presented, which utilize the concept of sparsity. The first
one, called sparse possibilistic c-means, exploits sparsity and can
deal well with closely located clusters that may also be of signifi-
cantly different densities. The second one, called sparse adaptive
possibilistic c-means, is an extension of the first, where now the
involved parameters are dynamically adapted. The latter can deal
well with even more challenging cases, where, in addition to the
above, clusters may be of significantly different variances. More
specifically, it provides improved estimates of the cluster represen-
tatives, while, in addition, it has the ability to estimate the actual
number of clusters, given an overestimate of it. Extensive exper-
imental results on both synthetic and real datasets support the
previous statements.

Index Terms—Adaptivity, possibilistic clustering, sparsity.

I. INTRODUCTION

C LUSTERING is a well-established data analysis method
that has been extensively used in various applications dur-

ing the last decades. It is applied on a certain set of entities, and
it aims at grouping “similar” entities to the same group (cluster)
and “less similar” entities to different groups (e.g., [1]). In most
of the practical applications, each entity is represented by a set
of l measurements, which form its corresponding l-dimensional
feature vector. Equivalently, each entity is represented by a point
(vector) in the l-dimensional space. The set of all feature vectors
(also called data vectors) is called dataset.

A major effort in the clustering bibliography has been devoted
to the identification of compact and hyperellipsoidally shaped
clusters. Usually, each such cluster is represented by a vector
called cluster representative or simply representative, which lies
in the same l-dimensional space with the data, and it is desirable
to be located to the “center” of the cluster. One way to achieve
this is to initialize the representatives at some (e.g., randomly
selected) locations and gradually move them toward the centers
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of the clusters formed by the data vectors. This is usually car-
ried out via algorithms that iteratively optimize suitably defined
cost functions, called cost function optimization clustering al-
gorithms. Celebrated algorithms of this kind are 1) the k-means,
e.g., [2], where each data vector belongs exclusively to a single
cluster, 2) the fuzzy c-means (FCM), e.g., [3], [4], where each
data vector is shared among two or more clusters, and 3) possi-
bilistic c-means (PCMs) algorithms, e.g., [1], [5]–[9], where the
compatibility of each data vector with the clusters is considered.

Some significant features that both the k-means and FCM
share are: 1) the interrelation of the updating equations of
the representatives; 2) the requirement for a priori knowledge
of the exact number of clusters m underlying in the dataset;
3) the imposition of a clustering structure on the dataset1; and
4) the vulnerability to noisy data and outliers. In contrast with
the above, in PCMs, the updating of representatives is carried
out independently from each other, and each representative is
moved toward its closest physical cluster. Thus, PCMs do not
impose a clustering structure on the dataset, in the sense that
they will not necessarily end up with m distinct clusters. Ac-
tually, only a crude a priori knowledge of the exact number of
clusters is required. In the case where m is less than the actual
number of clusters, the algorithm will identify at least some
physical clusters, while in the opposite case, it has, in principle,
the ability to recover all physical clusters with some duplicates
[10]. Finally, PCMs are more robust to noisy data or outliers
[7]. However, PCMs are sensitive to the values of some specific
parameters, whose choice is not always obvious.

In this paper, we focus on PCM. More specifically, we extend
the classical PCM algorithm, proposed in [6], in two stages.
First, given that, in practice, each data vector is compatible with
only a few or even none clusters, a suitable sparsity constraint is
imposed on the vector containing the degrees of compatibility
of each data vector with all the clusters, giving rise to the sparse
PCM (SPCM) algorithm. SPCM exhibits increased immunity
to data points that may be considered as noise or outliers by not
allowing them, in principle, to contribute to the estimation of
the cluster representatives. As a consequence, SPCM concludes
to more accurate estimates for the cluster representatives, espe-
cially in noisy environments. Moreover, in difficult cases, where
the physical clusters underlying in the dataset under study are
very closely located to each other, SPCM has the ability to allow
only the data points that are very close to the current location
of the representatives to contribute to the estimation of the next
location of the latter. As a result, SPCM is, in principle, capable
of identifying very closely located clusters of possibly various
densities. However, the requirement of the estimation of the
specific parameters involved in all PCMs still remains.

1In the sense that the algorithms will split the dataset to m distinct clusters
irrespectively of the actual number of clusters that underlie in the dataset.
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It is worth noting that the proposed method is not the only
one that introduces the sparsity idea in clustering. Other methods
that introduce sparsity in the so-called outlier domain have also
been proposed in the past (e.g., [11], [12]). Also, in [13] and
[14], two variants of possibilistic clustering that impose sparsity
constraints, adopting the l1 norm, are proposed. In [14], the
clusters are recovered in a sequential manner, in contrast with
[13], where clusters are recovered simultaneously.

In order to deal with the problem of the estimation of the pa-
rameters involved in PCMs, the SPCM is further extended using
the rationale proposed in [15], based on which these parame-
ters are properly adjusted during the execution of the algorithm.
Such an extension gives rise to the so-called sparse adaptive
PCM (SAPCM) algorithm.2 A consequence of this parameter
adjustment is that, given an overestimate of the true number of
clusters, the algorithm has (in principle) the ability to reduce
it gradually toward the true number of clusters, i.e., the algo-
rithm is equipped with the ability to estimate by itself the actual
number of clusters as well as the clusters themselves.

The rest of this paper is organized as follows. In Section II,
a brief description of PCM algorithms is given. In Section III,
the proposed SPCM clustering algorithm is fully presented,
whereas in Section IV, the new SAPCM clustering algorithm is
described, and its properties are analyzed. In Section V, the per-
formance of both SPCM and SAPCM is tested against several
related state-of-the-art algorithms. Finally, concluding remarks
are provided in Section VI.

II. BRIEF REVIEW OF POSSIBILISTIC C-MEANS ALGORITHM

Let X = {xi ∈ �� , i = 1, . . . , N} be a set of N , l-
dimensional data vectors, and Θ = {θj ∈ �� , j = 1, . . . ,m}
be a set of m vectors that will be used for the representation
of the clusters formed in X . Let U = [uij ], i = 1, . . . , N, j =
1, . . . ,m, be an N × m matrix whose (i, j) element stands for
the so-called degree of compatibility of xi with the jth clus-
ter, denoted by Cj and represented by the vector θj . Let also
ui

T = [ui1 , . . . , uim ] be the vector containing the elements of
the ith row of U . In what follows, we consider only Euclidean
norms, denoted by ‖ · ‖.

According to [5] and [6], the uij’s in PCMs should satisfy
the conditions: 1) uij ∈ [0, 1]; 2) maxj=1,...,m uij > 0; and 3)
0 <

∑N
i=1 uij < N . As it has been stated earlier, the strategy of

a possibilistic algorithm is to move the vectors θj ’s to regions
that are dense in data points of X . This is carried out via the
minimization of the following objective function [6]3:

JPCM(Θ, U) =
N∑

i=1

m∑

j=1

uij‖xi − θj‖2

+
m∑

j=1

γj

N∑

i=1

(uij ln uij − uij) (1)

with respect to θj ’s and uij’s, where γj ’s are positive parame-
ters, each one associated with a cluster. More specifically, each

2A preliminary version of SAPCM is presented in [16].
3Another relevant cost function is given in [5].

γj indicates the degree of “influence” of Cj around its repre-
sentative θj ; the smaller (greater) the value of γj , the smaller
(greater) the influence of cluster Cj around θj . In addition, γj ’s
are kept fixed during the execution of the algorithm. One way
to estimate γj is to run the FCM algorithm first and after its
convergence, to set

γj = B

∑N
i=1 uFCM

ij ‖xi − θj‖2

∑N
i=1 uFCM

ij

, j = 1, . . . , m (2)

where usually constant B is set equal to 1. However, since a
prerequisite for the FCM to provide good clustering results is
the accurate knowledge of the number of clusters (which is
rarely the case in practice), the estimates for γj ’s are, in most
cases, not very accurate. Consequently, this usually leads to poor
results, especially for more demanding datasets.

Minimizing JPCM(Θ, U) with respect to uij and θj leads to
the following two coupled updating equations:

uij = exp
(

−‖xi − θj‖2

γj

)

(3)

θj =
∑N

i=1 uijxi
∑N

i=1 uij
. (4)

Thus, PCM iterates between these two equations, giving at each
iteration updated estimations for uij’s and θj ’s, until a specific
termination criterion is met. Note from (4) that all data vectors
contribute to the estimation of each one of the representatives.
However, the farthest ones from a specific θj contribute less,
since the corresponding uij’s are smaller for these vectors, as
(3) indicates. Obviously, the estimates of the uij’s highly affect
the estimation accuracy in the computation of θj ’s from (4). A
little thought reveals that this alternate updating between uij’s
and θj ’s in PCM moves each representative toward the center of
its closest dense in data region. In this sense, we say that PCM
recovers the physical clusters. In addition, the update of uij’s is
highly dependent on the parameters γj ’s (a fact that is further
magnified through the presence of the exp(·) function), thus
making imperative an accurate assessment of the latter. At this
point, it is worth emphasizing the crucial role of the initialization
of θj ’s. Specifically, we would like to place initially at least one
representative in each dense region (cluster) and hope that PCM
will lead each such representative toward the center of the dense
region where it was initially placed.

As it has been mentioned earlier, PCM does not require exact
prior knowledge of the number of clusters m in X , but, rather,
a crude estimation of it. In the case where m is underestimated,
the algorithm will reveal at least some physical clusters, while
if m is overestimated, the algorithm will (potentially) recover
all physical clusters, however with some duplicates. Thus, after
the convergence of PCM, one should identify and remove these
duplicates.

III. INTRODUCING SPARSITY—THE SPARSE

POSSIBILISTIC C-MEANS

A notable feature of the PCM algorithm is that all data vec-
tors contribute to the updating of the representatives [see (4)],
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Fig. 1. (a) Dataset of Example 1 and (b) the clustering result of Example 1 for
PCM with m = 5. Open (closed) circles stand for the initial (final) location of
the representatives (θj ’s) and crosses represent the true centers of the clusters
(cj ’s). The circles centered at each θj and having radius

√
γj are also drawn.

xs is a specific typical point of C1 that will also be considered in Figs. 2 and 3,
and uin i

s2 is its corresponding degree of compatibility with θin i
2 .

since, from (3), we have that all uij’s are positive. When the
physical clusters are well separated from each other, the updat-
ing of a specific θj will only slightly be affected by distant from
it data points. However, in the case where the physical clusters
are closely located to each other and have different densities,
the affection of θj from data points that belong to other physical
clusters will be increased. Moreover, the affection will be higher
for a representative in the sparser cluster. This may drive its rep-
resentative toward the center of the denser cluster, failing thus to
identify the sparser cluster. However, even if this does not hap-
pen, the corresponding final estimates of θj ’s will represent less
accurately the physical cluster centers. The previous arguments
are illustrated qualitatively via the following two examples.4

Example 1: Consider a 2-D dataset X consisting of N =
3000 points, where two physical clusters C1 and C2 are formed.
The clusters are modeled by normal distributions with means
c1 = [0, 0]T and c2 = [1.5, 1.5]T , respectively, while their
covariance matrices are both equal to 0.4 · I2 , where I2 is the
2 × 2 identity matrix. A number of 2000 points of X is generated
by the first distribution and 1000 points are generated by the
second one. Note that the clusters share the same covariance
matrix, they are located very close to each other, and they have
different densities, as shown in Fig. 1 (a). The clustering result
of the PCM, executed for m = 5 clusters, is shown in Fig. 1(b).
Apparently, PCM failed to uncover the sparser cluster. To see
qualitatively why this happens, let us focus on θ1 and θ2 in
Fig. 1(b). As can be seen, θ2 was finally attracted toward C1 ,
although it was initially placed in C2 . This happens because in
the process of determining the next location of θ2 , the many
small contributions from the data points of C1 gradually prevail
over the less but larger contributions from the data points of C2
[see (3) and (4)].

Example 2: Consider now the same 2-D dataset of Exam-
ple 1, where now the two normal distributions are more distant
from each other with means c1 = [0, 0]T and c2 = [2, 2]T ,
respectively [see Fig. 2 (a)]. As shown in Fig. 2(b), PCM now
succeeds in identifying both clusters. It seems that, in determin-
ing the next location of θ2 , the many small contributions from

4A more quantitative illustration is given in Experiment 1 in Section V.

Fig. 2. (a) Dataset of Example 2 and (b) the clustering result of Example
2 for PCM with m = 5. Note that the contribution of the typical point xs to
the computation of θin i

2 is now much smaller compared with its counterpart in
Fig. 1(b). See also the caption of Fig. 1.

TABLE I
PERFORMANCE OF PCM AND SPCM FOR THE DATASETS OF EXAMPLES 1 AND 2

Dataset m in i m f in a l RM SR MD

PCM Example 1 5 1 55.54 66.67 1.0271
SPCM Example 1 5 2 91.22 95.40 0.0822
PCM Example 2 5 2 95.35 97.60 0.1042
SPCM Example 2 5 2 96.21 98.07 0.0194

the data points of C1 were much smaller than their counterparts
in Example 1, and they did not succeed to prevail over the less
but larger contributions from the data points of C2 . However,
the final estimates of the true centers (means of the Gaussians)
are not very accurate, as shown qualitatively in Fig. 2(b) and
established quantitatively later in Table I.

One way to face situations, such as those encountered in Ex-
amples 1 and 2, is to suppress the contribution in the updating
of representatives from data points that are distant from it. Fo-
cusing on a specific representative θj , this can be achieved by
setting uij = 0 for data points xi that are distant from it. Recall-
ing that uT

i = [ui1 , . . . , uim ], i = 1, . . . , N , this is tantamount
to imposing sparsity on ui , i.e., forcing the corresponding data
point xi to contribute only to its (currently) closest represen-
tatives. To incorporate sparsity in PCM, we augment the cost
function JPCM of (1), as follows:

JSPCM(Θ, U) =
m∑

j=1

[
N∑

i=1

uij‖xi − θj‖2

+ γj

N∑

i=1

(uij ln uij − uij)

]

+ λ

N∑

i=1

‖ui‖p
p , uij > 05 (5)

5where ‖ui‖p is the �p -norm of vector ui (p ∈ (0, 1)); thus,
‖ui‖p

p =
∑m

j=1 up
ij . The last term in (5) is expected to induce

sparsity on each one of the vectors ui , while λ (≥ 0) is a

5This is a prerequisite in order for the ln uij to be well-defined. However, in the
sequel, when refering to uij ln uij for uij = 0, we mean lim

u i j →0+
uij ln uij (= 0).
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regularization parameter that controls the degree of the im-
posed sparsity. The selection of the parameter λ, which remains
constant during the execution of the algorithm, is discussed in
Section III-C. It is clear that by setting λ = 0, we end up
with the cost function, which is associated with the classical
PCM [see (1)]. The algorithm resulting by the minimization of
JSPCM(Θ, U) is called SPCM clustering algorithm.

We describe next in detail the various stages of the algorithm.
Specifically, we first describe the way its parameters are initial-
ized. Next, the updating of uij’s and θj ’s is considered. Note
that the updating of θj ’s is the same as in classical PCM, while
the updating of uij’s is quite different. Although the latter is
more complicated than in the classical PCM, proposed in [6], at
the same time, it is far more simpler6 than the updating in other
problems where sparsity is induced through the �p -norm with
0 < p < 1.

A. Initialization in Sparse Possibilistic c-Means

First, we make an overestimation, denoted by mini , of the
true number of clusters m, underlying in the dataset. Regarding
θj ’s, their initialization drastically affects the final clustering
result in PCM. Thus, a good starting point for them is of crucial
importance. Ideally, we would like to have at least one repre-
sentative in the region of each physical cluster. To this end, the
initialization of θj ’s is carried out using the final cluster rep-
resentatives obtained from the FCM algorithm, when the latter
is executed with mini clusters. Taking into account that FCM
is likely to drive the representatives to “dense in data” regions
(since mini > m), we have a good probability of placing at
least one of the initial θj ’s in each dense region (cluster) of the
dataset.

After the initialization of θj ’s, we initialize γj ’s utilizing (2)
for B = 1.

B. Updating of θj ’s and uij’s in Sparse Possibilistic C-Means

Minimization of JSPCM(Θ, U) with respect to θj leads to the
same updating equation as in the original PCM scheme [see (4)],
since the last term added to the cost function does not depend
on θj ’s. It is only the updating of uij’s that will be modified, in
the light of the last term of JSPCM(Θ, U). Taking the derivative
of JSPCM(Θ, U) with respect to uij , we obtain

∂JSPCM(Θ, U)
∂uij

≡ f(uij) = dij + γj lnuij + λpup−1
ij (6)

where dij = ‖xi − θj‖2 . Obviously, ∂JS P C M (Θ ,U )
∂u i j

= 0 is equiv-

alent to f(uij) = 0, the solution of which will give the requested
uij . Clearly, this equation cannot be solved analytically. How-
ever, it can be efficiently solved arithmetically based on the
following propositions.

Proposition 1: f(uij) does not become zero for uij ∈
(−∞, 0) ∪ (1,+∞).

6Note that, as it will become evident in the following, the simplicity of the
updating of uij ’s stems from the fact that the problem is decomposed with
respect to uij ’s (due to the nature of PCM).

Proof: It is clear that if uij ∈ (1,+∞), all terms in (6) are
strictly positive, and as a consequence, f(uij) is positive. More-
over, uij ∈ (−∞, 0) is meaningless, since in this case, ln uij is
not defined. �

Proposition 2: The stationary points of f(uij) are ûij =

[ λ
γj

p(1 − p)]
1

1−p and ũij = +∞.7

Proposition 3: The unique minimum of f(uij) appears at

ûij = [ λ
γj

p(1 − p)]
1

1−p .

Proposition 4: If f(ûij) < 0, then f(uij) has exactly two
solutions u1

ij , u2
ij ∈ (0, 1) with u1

ij < u2
ij .

Proposition 5: If f(uij) = 0 has two solutions u1
ij , u2

ij (with
u1

ij < u2
ij), JSPCM(Θ, U) exhibits a local minimum at the largest

of them (u2
ij).

Proposition 6: JSPCM(Θ, U) exhibits its global minimum
(with respect to uij) at u∗

ij , where

u∗
ij =

{

u2
ij, if f(ûij) < 0 and u2

ij >
(

λ(1−p)
γj

) 1
1−p

0, otherwise.
(7)

Based on the above propositions, we solve f(uij) = 0 as fol-
lows. First, we determine ûij and check whether f(ûij) > 0. If
this is the case, then f(uij) has no roots in [0, 1]. Note that, in
this case, it is f(uij) > 0 for all uij ∈ (0, 1], since f(ûij) > 0.
Thus, JSPCM is increasing with respect to uij in (0, 1]. Conse-
quently, in this case, we set uij = 0, imposing sparsity. In the
rare case, where f(ûij) = 0, we set uij = 0, as ûij is the unique
root of f(uij) = 0 and f(uij) > 0 for uij ∈ (0, ûij) ∪ (ûij, 1].
If f(ûij) < 0, then f(uij) = 0 has two solutions in (0, 1]. In
order to determine the largest of the solutions (u2

ij), we apply
the bisection method (see, e.g., [17]) in the range (ûij, 1], as
u2

ij is greater than ûij (see proof of Proposition 5). The bisec-
tion method is known to converge very rapidly to the optimum
uij , that is, in our case, to the largest of the two solutions of
f(uij) = 0.8 Finally, we choose the global minimum of JSPCM
(with respect to uij), as (7) indicates.

C. Selection of the Parameter λ

As it follows from the previous analysis, considering a spe-
cific data point xi and a cluster Cj , a necessary condition in or-
der for the equation f(uij) = 0 to have a solution is f(ûij) < 0,
which, taking into account (6) and solving with respect to λ

gives λ <
γj

p(1−p) exp (−1 − d i j (1−p)
γj

). Consequently, selecting

λ ≥ γj

p(1 − p)
exp

(

−1 − dij(1 − p)
γj

)

(8)

the degree of compatibility uij of a data point xi with a cluster Cj

is set to 0, promoting sparsity. Aiming at retaining the smallest
sized cluster, say Cq (i.e., the cluster with γq = minj=1,...,m γj )
until the termination of the algorithm (provided of course that
at least one representative has been initially placed in it), a
reasonable choice for λ would be the one, for which uij becomes
0 for points xi that lie at distance diq greater than γq from

7The proofs of Propositions 2–6 are given in the Appendix.
8Alternatively, any other method of this kind can also be used, e.g., [18].
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the representative θq . This way, θq will be less likely to be
“attracted” by nearby larger clusters, aiding it to remain in the
region of the physical cluster where it was first placed. This
is so because the cluster representative will be affected only
by the data points that are very close to it (i.e., points with
diq < γq = minj=1,...,m γj ).

To this end, applying inequality (8) for dij and γj equal to
γq = minj=1,...,m γj , we end up with λ ≥ γq

p(1−p)e2−p , where e
is the base of natural logarithm. In practice, we select λ as

λ = K
minj=1,...,m γj

p(1 − p)e2−p
(9)

where K is set to values around 1, i.e., actually, we allow nonzero
uij’s for points that lie at distance around γq from θq . In most
of the experiments of SPCM, we take K = 0.9.

D. Sparse Possibilistic C-Means Algorithm

From the previous analysis, the SPCM algorithm can be sum-
marized as follows.

Algorithm 1: [Θ, Γ, U ] = SPCM(X , mini).
Input: X , mini
1: t = 0
2: m = mini

� Initialization of θj ’s part
3: Initialize: θj (t) via FCM algorithm

� Initialization of γj ’s part

4: Set: γj =
∑ n

i = 1 uF C M
ij ‖x i −θj (t)‖2

∑ n
i = 1 uF C M

ij
, j = 1, . . . ,m

5: Set: λ = K
minj = 1 , . . . , m γj

p(1−p)e2−p

6: repeat
� Update U part
7: Update: U(t) (as described in the text)

� Update Θ part
8: θj (t + 1) =

∑N
i=1 uij(t)xi/

∑N
i=1 uij(t) ,

j = 1, . . . , m
9: t = t + 1

10: until the change in θj ’s between two successive
iterations becomes sufficiently small

11: return Θ, Γ = {γ1 , . . . , γm}, U

In the following, we discuss how the exploitation of sparsity
affects the clustering result in Examples 1 and 2, by comparing
PCM and SPCM through the use of some quantitative indices.
Specifically, in order to compare a clustering outcome with the
true data label information, we use 1) the Rand measure (RM)
(e.g., [1]), which measures the degree of agreement between the
obtained clustering and the physical clustering and can handle
clusterings whose number of clusters may differ from the num-
ber of physical clusters, 2) the success rate (SR), which measures
the percentage of the points that have been correctly labeled by
an algorithm, and 3) the mean of the Euclidean distances (MD)
between the true center cj of each physical cluster and its clos-
est cluster representative (θj ) obtained by each algorithm.9 In

9This is also called “quantization distortion” in centroid-based methods, pro-
vided that the number of cj ’s and θj ’s are the same.

Fig. 3. Clustering results of SPCM for the dataset of (a) Example 1 with
min i = 5 and (b) Example 2 with min i = 5. In both cases, the contribution of
the typical point xs to the determination of θin i

2 becomes zero. See also the
caption of Fig. 1.

cases where a clustering algorithm ends up with a higher num-
ber of clusters than the actual one (mfinal > m), only the m
cluster representatives that are closest to the true m centers of
the physical clusters are taken into account in the determination
of MD. On the other hand, in cases where mfinal < m, the MD
measure refers to the distances of the actual centers from their
nearest cluster representatives.10 It is noted that lower MD val-
ues indicate more accurate determination of the cluster center
locations.

Example 1 (continued): Table I shows the clustering results
of PCM and SPCM, where mini and mfinal denote the initial and
the final number of distinct clusters. Figs. 1(b) and 3(a) depict
the performances of PCM and SPCM, respectively.

As we have already seen, PCM fails to uncover the under-
lying clustering structure (as is clearly depicted quantitatively
in Table I), whereas SPCM distinguishes the two physical clus-
ters, since it annihilates the contributions of most of the points
of C1 (C2) in the determination of the next location of θ2 (θ1)
through the imposition of sparsity. Note also that the fact that
C1 is denser than C2 did not affect the computation of θ2 , since
ui2 becomes 0 for most of the points of C1 . This is also verified
through the achieved satisfactory values of RM, SR, and MD
(see Fig. 3(a) and Table I).

Example 2 (continued): Table I shows the clustering results
of PCM and SPCM, and Fig. 3(b) depicts the performance of
SPCM. As we have seen in this case, PCM is able to uncover
the underlying clustering structure. However, SPCM manages
to detect more accurately the true centers of the clusters, as the
MD index indicates.

Remark 1: Note that for p = 1, the last term in (6) be-
comes constant, and uij can be expressed in closed form as
uij = exp(− d i j +λ

γj
), i.e., it is a scaled version of (3) of the clas-

sical PCM (see pink curve in Fig. 4).
Remark 2: In Fig. 4, the degree of compatibility uij versus

dij/γj , resulting from SPCM, is plotted for several values of
p ∈ (0, 1). It can be seen that in each curve corresponding to
p < 1, there is a critical point where a discontinuity is observed,
that is, uij “jumps” from a positive value to zero. The existence
of such a point indicates that “hard” sparsity is imposed on

10In such cases, increased MD values are expected, indicating the fact that
some actual clusters have not been identified.
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Fig. 4. Degree of compatibility uij as a function of the dij/γj for PCM [6]
(red curve), SPCM for several values of p < 1 (blue curves), and SPCM for
p = 1 (pink curve).

ui’s, being the result of the inclusion of the third term in the
cost function of JSPCM , which, in turn, leads to the numerical
computation of uij’s. “Hard” sparsity means that we do not have
to define a small threshold below which uij is set to zero, but
sparsity is forced automatically. Note also that as p increases
toward 1, the “jump” becomes smaller and is moved to the right
in the graph. However, no such point exists in the curves of
PCM and SPCM with p = 1, i.e., no hard sparsity is imposed
in these cases. Finally, from this diagram, it can also be noted
that uij’s take generally lower values in SPCM, compared with
PCM, which, in addition to the induced sparsity, contributes to
the ability of SPCM in distinguishing closely located clusters.

IV. SPARSE ADAPTIVE POSSIBILISTIC C-MEANS

Despite the fact that SPCM can handle successfully cases of
closely located and different in density clusters, it still suffers
from the problem of its ancestor PCM as far as the estimation of
γj ’s is concerned. Specifically, the estimation of γj ’s is based on
the outcomes of the FCM, which can be significantly affected by
the possible presence of noise or outliers in the data, as well as by
the possible differences in the variance of the clusters. Moreover,
once they have been estimated, they remain fixed during the
execution of the algorithm. Thus, poor initial estimates of γj ’s
may lead SPCM to degraded performance. Furthermore, as is
the case with all PCMs, SPCM may end up with coincident
clusters (duplicates of the same cluster). This happens when
more than one representatives are led to the center of the same
physical cluster.

One way to deal with these issues is to allow γj ’s to adapt
as the algorithm evolves. This will allow the algorithm to track
the changes occurring in the formation of clusters during its
execution. Such a method has been proposed in [15], where a
PCM algorithm called adaptive PCM (APCM) was introduced.
As shown in [15], besides the above, APCM is able to determine
the true number of clusters. In the following, we extend SPCM
in order to incorporate the adaptation of γj ’s by embedding
the relevant mechanism of APCM. The resulting algorithm is
called SAPCM. As a consequence of the above, the algorithm
inherits the ability to detecting automatically also the true num-
ber of physical clusters. Next, inspired by Xenaki et al. [15], we

describe how the parameters γj ’s are adapted in SAPCM, so that
starting from an overestimated number of clusters, to conclude
to the true number of physical clusters.

The proposed SAPCM algorithm stems from the optimization
of the cost function in (5), where now γj is defined as

γj =
η̂

α
ηj (10)

with ηj being a measure of the mean absolute deviation of Cj

as it has been formed in the current iteration (to be defined
rigorously in the next subsection), α is a user-defined positive
parameter [15] and η̂ is a constant defined as the minimum
among all initial ηj ’s, i.e., η̂ = minj=1,...,m in i ηj , where mini is
the initial number of clusters.

A. Initialization of γj ’s

In SAPCM, we initialize ηj ’s as follows [15]:

ηj =

∑N
i=1 uFCM

ij ‖xi − θj‖
∑N

i=1 uFCM
ij

, j = 1, . . . ,mini (11)

where θj ’s and uFCM
ij ’s in (11) are the final parameter estimates

obtained by FCM.11 Combining (10) and (11), the initialization
of γj ’s is completely defined.

It is worth noting that the above initialization of ηj ’s involves
Euclidean instead of squared Euclidean distances, as is the
case with the classical PCM algorithm. This gives the algorithm
the agility to deal well with closely located clusters, for appro-
priate values of α [15].

B. Parameter Adaptation in Sparse Adaptive
Possibilistic C-Means

This part of SAPCM is adopted by APCM [15] and refers to
1) the adjustment of the number of clusters and 2) the adapta-
tion of γj ’s, which are two interrelated processes. In the fol-
lowing, for the sake of completeness, we describe in some
detail the above characteristics. As far as the first is concerned,
we proceed as follows. Let label be an N -dimensional vector,
whose ith component contains the index of the cluster, which
is most compatible with xi , that is the cluster Cj for which
uij = maxr=1,...,m uir at the current iteration. Let nj denote
the number of the data points xi , which are most compatible
with the cluster Cj , and μj be the mean vector of these data
points. The adjustment (reduction) of the number of clusters is
achieved by examining if the index j of a cluster Cj appears in
the vector label. If this is the case (i.e., if there exists at least
one vector xi that is most compatible with Cj ), Cj is preserved.
Otherwise, Cj is eliminated (see Possible cluster elimination
part in Algorithm 2).

Regarding the adaptation of γj ’s at the iteration t + 1 of
the algorithm, we proceed as follows. Each parameter ηj of a
cluster Cj is estimated as the mean absolute deviation of the
most compatible data vectors to cluster Cj (see Adaptation of

11An alternative initialization for γj ’s is proposed in [19].
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ηj ’s part in algorithm 2), i.e.,

ηj (t + 1)

=
1

nj (t)

∑

x i :u i j (t)=maxr = 1 , . . . , m ( t + 1 ) u i r (t)

‖xi − μj (t)‖. (12)

Note that the proposed updating mechanism of ηj ’s differs
from others used in the classical PCM, as well as in many of its
variants, in two distinctive points. First, ηj ’s are updated taking
into account only the data vectors that are most compatible to
cluster Cj and not all the data points weighted by their corre-
sponding coefficients uij . Second, the distances involved in the
formula are between a data vector and the mean vector μj of
the most compatible points of the cluster; not from the repre-
sentative θj , as in previous works (e.g., [5], [20]). This allows
more accurate estimates for ηj ’s [15]. It is also noted that in
the (rare) case where there are two or more clusters, that are
equally compatible with a specific xi , xi will contribute to the
determination of the parameter η of only one of them, which is
chosen arbitrarily. The adaptation of the parameters γj ’s results
after combining (10) and (12). For more details on the rationale
behind the definition of γj ’s, see [15].

Let us focus for a while on the immunity of the SAPCM algo-
rithm to its initialization with an overestimated number of clus-
ters. Taking into account 1) that all representatives are driven to
dense in data regions, due to the possibilistic nature of SAPCM,
2) that the probability to select as representative at least one
point in each dense region is increased, since the overestimated
number of representatives are initially selected via FCM algo-
rithm, and 3) the mechanism for reducing the number of clusters,
then, in principle, the number of the representatives which move
to the same dense region will be reduced to a single one. In or-
der to get some further insight on this issue, assume that two
cluster representatives θr and θs almost coincide, which, for a
given xi , implies that dir � dis ≡ d, but let say that γr > γs .
Consider also the functions fr (u) = d + γr ln u + λpup−1 and
fs(u) = d + γs ln u + λpup−1 for u ∈ (0, 1]. It is easy to see
that fr (u) ≤ fs(u), for each u ∈ (0, 1]. Assume now that both
have positive solutions. It is easy to verify that uir ≥ uis , where
uir and uis are the largest of the two solutions of fr (u) = 0 and
fs(u) = 0, respectively (see Fig. 5). In the case where uir = 0, it
trivially follows that uis = 0. Finally, if uis = 0, then uir ≥ uis .
Thus, the influence of the cluster with the smaller γ (γs) will be
vanished by the influence of the one with the greater γ (γr ), in
the sense that uir > uis , for all data points xi ∈ X . As a conse-
quence, the index s will not appear in the label vector, and thus,
Cs will be eliminated.

C. Sparse Adaptive Possibilistic C-Means Algorithm

The proposed SAPCM algorithm is summarized in “Algo-
rithm 2” box below (the choice of λ is justified later).

In the following, we give some very demanding experimental
setups, which exhibit the enhanced abilities of SAPCM com-
pared with APCM.

Example 3: Consider the setup of Example 1, where now C1
and C2 consist of 2000 and 500 points, respectively. Note that

Fig. 5. Graphical presentation of f r (u) and f s (u) for constant d, λ and p,
with γr > γs . The largest of the two solutions of f r (u) = 0 and f s (u) = 0,
uir and uis , are also shown, respectively. It is observed that uir ≥ uis .

Fig. 6. (a) Dataset of Example 3. (b) Dataset of Example 4. xs is a specific
typical point that will also be considered in Figs. 7 and 8.

Fig. 7. Clustering results of Example 3 for (a) APCM, min i = 5 and α = 1.5,
and (b) SAPCM, min i = 5 and α = 2. See also the caption of Fig. 6. Note that
the degree of compatibility of xs (defined in Fig. 6) with θin i

2 , uin i
s2 , is positive

in APCM and zero in SAPCM.

the clusters have the same variances yet even more different
densities compared with the dataset of Example 1, while at the
same time, they are located very close to each other, as shown
in Fig. 6(a). Table II shows the clustering results of APCM
and SAPCM, and Fig. 7(a) and (b) depicts the performance of
APCM and SAPCM, respectively, with their parameter α being
chosen as stated in the figure caption (after fine-tuning). As can
be deduced from Fig. 7 and Table II, APCM fails to uncover the
underlying clustering structure, whereas SAPCM distinguishes
the two physical clusters and achieves very satisfactory results in
terms of RM, SR, and MD. To see why this happens, let us focus
on θ1 and θ2 in Fig. 7(a) and (b). Clearly, APCM fails to recover
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Algorithm 2: [Θ, Γ, U , label] = SAPCM(X , mini , α).
Input: X , mini , α
1: t = 0
2: m(t) = mini

� Initialization of θj ’s part
3: Initialize: θj (t) via FCM algorithm

� Initialization of ηj ’s part

4: Set: ηj (t) =
∑ n

i = 1 uF C M
ij ‖x i −θj (t)‖

∑ n
i = 1 uF C M

ij
, j = 1, . . . ,m(t)

5: Set: η̂ = minj=1,...,m (t) ηj (t)
6: Set: γj (t) = η̂ηj (t)/α, j = 1, . . . ,m(t)
7: Set: λ(t) = K

minj = 1 , . . . , m ( t ) γj (t)
p(1−p)e2−p , K = 0.1

8: repeat
� Update U part
9: Update: U(t) (as in SPCM)

� Update Θ part

10: θj (t + 1) =
N∑

i=1
uij(t)xi/

N∑

i=1
uij(t) ,

j = 1, . . . ,m(t)
� Possible cluster elimination part
11: for i ← 1 to N do
12: Determine: uir(t) = maxj=1,...,m (t) uij(t)
13: if uir(t) �= 0 then
14: Set: label(i) = r
15: else
16: Set: label(i) = 0
17: end if
18: end for
19: p = 0 //number of removed clusters at iteration t
20: for j ← 1tom(t) do
21: if j /∈ label then
22: Remove: Cj (and renumber accordingly

Θ(t + 1) and the columns of U(t))
23: p = p + 1
24: end if
25: end for
26: m(t + 1) = m(t) − p
� Adaptation of ηj ’s part
27: ηj (t + 1) = 1

nj (t)∑
x i :u i j (t)=maxr = 1 , . . . , m ( t + 1 ) u i r (t) ‖xi−

μj (t)‖, j = 1, . . . ,m(t + 1)
28: Set: γj (t + 1) = η̂ηj (t + 1)/α,

j = 1, . . . ,m(t + 1)
29: Set: λ(t + 1) = K

minj = 1 , . . . , m ( t + 1 ) γj (t+1)
p(1−p)e2−p , K = 0.1

30: t = t + 1
31: until the change in θj ’s between two successive

iterations becomes sufficiently small
32: return Θ, Γ = {γ1 , . . . , γm}, U , label

C2 , since, in determining the next location of θ2 , the many small
contributions from the points of C1 gradually prevail over the
less but larger contributions from the points of C2 . Note that
this happens despite the fact that APCM adjusts dynamically
the γj ’s and it is oughted to the combination of 1) the strict

TABLE II
PERFORMANCE OF APCM AND SAPCM FOR THE DATASETS OF EXAMPLES

3 AND 4

Dataset α m in i m f in a l RM SR MD

APCM Ex. 3 1.5 5 1 67.99 80.00 1.0363
SAPCM Ex. 3 2 5 2 90.07 94.76 0.0673
APCM Ex. 4 1.5 5 2 97.86 98.92 0.0183
SAPCM Ex. 4 1 5 2 97.78 98.88 0.0142

Fig. 8. Clustering results of Example 4 for (a) APCM, min i = 5 and α = 1.5,
and (b) SAPCM, min i = 5 and α = 1. See also the caption of Fig. 6. In this
case, uin i

s2 is significantly smaller than in Fig. 7(a).

positivity of all uij’s, 2) the very different cluster densities, and
3) the closeness of the clusters. However, this is not the case
for SAPCM, since the latter annihilates the contributions of the
points of C1 in the determination of the next location of θ2 , via
the imposition of sparsity.

Example 4: Consider now the same 2-D dataset of Example
3, where now the means of the two normal distributions are c1 =
[0, 0]T and c2 = [2, 2]T , respectively, as shown in Fig. 6(b).
Table II shows the clustering results of APCM and SAPCM, and
Fig. 8(a) and (b) depicts the performance of APCM and SAPCM,
respectively. As can be deduced, APCM is now able to uncover
the underlying clustering structure. However, SAPCM manages
to detect even more accurately the true centers of the clusters
(as MD index indicates).

Remark 3: In SAPCM, the parameter λ is chosen as in
SPCM, as (9) indicates. Note that in SAPCM, the parameters
γj ’s are updated during the execution of the algorithm; thus,
the parameter λ should also be updated after the adaptation of
γj ’s (see line 29 in Algorithm 2). Moreover, in SAPCM, the
parameter K should take much smaller values than in SPCM,
due to the definition of γj ’s. This has to do with the fact that
in SAPCM, the adaptation of the parameters γj ’s leads to more
accurate estimates for the variances of the clusters (see the ra-
dius of the circles (

√
γj ) in Fig. 3(a) and (b) for SPCM and the

corresponding ones for SAPCM in Figs. 7(b) and 8(b) and [15]).
Taking into account that 1) the choice of (9) imposes sparsity
for all the points at distance greater than minj=1,...,m γj from a
given representative and 2) γj ’s in SAPCM are of much smaller
sizes with respect to their corresponding ones in SPCM, values
of K close to 1 would lead to such a large degree of sparsity
[as indicated by f(uij) in (6)], where the cluster representatives
could hardly move (through (4), see line 10 in Algorithm 2).
Extensive experimentation indicated that values around 0.1 are
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Fig. 9. PCM and SPCM snapshots at their initialization step, their first iter-
ation, fifth and eighth iteration for PCM, and fifth (final) iteration for SPCM
(Experiment 1). (a) Initial step of PCM/SPCM. (b) First iteration of SPCM.
(c) Fifth (final) iteration of SPCM. (d) First iteration of PCM. (e) Fifth iteration
of PCM. (f) Eighth iteration of PCM.

the most appropriate. Therefore, in all SAPCM experiments, we
set K = 0.1.

V. EXPERIMENTAL RESULTS

In this section, we assess the performance of the proposed
algorithms in several experimental settings and illustrate the re-
sults. More specifically, we use several 2-D simulated datasets as
well as real-world datasets (Iris [21] and a hyperspectral image
(HSI) dataset [22]) to evaluate the performance of SPCM and
SAPCM in comparison with several other related algorithms.

Experiment 1: This experiment illustrates the rationale of
SPCM, which has been approached in Example 1 more qual-
itatively. Let us consider a 2-D dataset consisting of N = 17
points, which form two clusters C1 and C2 with 12 and 5 data
points, respectively (see Fig. 9). The means of the clusters are
c1 = [1.75, 2.75] and c2 = [4.25, 2.75]. In this experiment, we
consider only the PCM and the SPCM algorithms, both with
m = 2. Fig. 9(a) shows the initial positions of the cluster repre-
sentatives that are taken from FCM and the circles with radius
equal to

√
γj ’s resulting from (2) (for B = 1) for both PCM and

SPCM. Similarly, Fig. 9(b) and (d) shows the new locations of
θj ’s after the first iteration of the algorithms, and Fig. 9(c) and

(e) shows the locations of θj ’s after the fifth (final) and fifth
iterations for SPCM and PCM, respectively. Finally, Fig. 9(f)
shows the locations of θj ’s after the eighth iteration for PCM.
Table III shows the degrees of compatibility uij’s of all data
points xi’s with the cluster representatives θj ’s at the three
iterations considered in Fig. 9 for both PCM and SPCM.

As can be deduced from Table III and Fig. 9, the degrees
of compatibility of the data points of C1 with the cluster
representative θ2 increase as PCM evolves, leading gradually
θ2 toward the region of the cluster C1 and, thus, ending up
with two coincident clusters, although θ1 and θ2 are initialized
properly through the FCM algorithm [see Fig. 9(a)]. However,
this is not the case in the SPCM algorithm, as both the cluster
representatives remain in the centers of the actual clusters. It is
of great interest to mention that in SPCM, θ1 and θ2 conclude
closest to the actual centers compared to its initial state through
the FCM algorithm [see Fig. 9(c)]. Obviously, the superior
performance of SPCM is due to the sparsity imposed on ui’s
leading several uij’s to 0 for points xi that lie “away” from θj

(see Table III), thus preventing these points from contributing
to the estimation of θj . This experiment indicates the ability
of SPCM to handle successfully cases where relatively closely
located clusters with different densities are involved.

In the following, we compare the clustering performance of
SPCM and SAPCM with that of the k-means, the FCM, the
PCM [6], the UPC [23], the UPFC [24], the PFCM [7], the
SPCM-L1 [14], and the APCM [15] algorithms, which all re-
sult from cost optimization schemes. For a fair comparison, the
representatives θj ’s of all algorithms (except for SPCM-L1) are
initialized based on the FCM scheme, and the parameters of
each algorithm are first fine-tuned. Moreover, in PCM, UPC,
UPFC, PFCM, and SPCM, duplicate clusters are removed after
their termination. In order to compare a clustering with the true
data label information, we utilize again the RM, SR, and the
MD indices defined previously. In particular, in Experiments
2 and 3, the SR of each physical cluster (SRcj

, j = 1, . . . , m)
is presented, which measures the percentage of the points of
each physical cluster that have been correctly labeled by each
algorithm. Finally, the number of iterations and the total time
required for the convergence of each algorithm is provided. All
algorithms have been executed using MATLAB R2013a on Intel
i7-4790 machine with 16-GB RAM and 3.60 GHz.

Experiment 2: Consider a 2-D dataset consisting of N =
5300 points, where three clusters C1 , C2 , and C3 are formed.
Each cluster is modeled by a normal distribution. The means of
the distributions are c1 = [0.27, 7.99]T , c2 = [6.28, 1.49]T , and
c3 = [7.81, 3.76]T , respectively, while their covariance matrices
are set to 3 · I2 , 0.5 · I2 , and 0.01 · I2 , respectively. A number
of 200 points are generated by the first distribution, 100 points
are generated by the second one, and 5000 points are generated
by the third one. Note that C2 and C3 clusters are very close to
each other, and they have a big difference in their variances [see
Fig. 10(a)]. Also note the difference in the density among the
three clusters.

Table IV shows the results of all algorithms for Experiment
2. Fig. 10(b) and (c) shows the clustering obtained using the
k-means and FCM algorithms, respectively, both for mini = 3.
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TABLE III
DEGREES OF COMPATIBILITY OF THE DATA POINTS OF EXPERIMENT 1 FOR PCM AND SPCM ALGORITHMS, AFTER: 1) FIRST ITERATION (FOR BOTH ALGORITHMS);

2) FIFTH ITERATION FOR PCM AND FIFTH (FINAL) ITERATION FOR SPCM; AND 3) EIGHTH ITERATION FOR PCM

First iteration Fifth iteration Fifth (final) iteration Eight iteration

PCM SPCM PCM SPCM PCM

x i C1 C2 C1 C2 C1 C2 C1 C2 C1 C2

(1.5, 3.5) 0.3701 0.0018 0 0 0.3616 0.0064 0 0 0.3606 0.0118
(2.0, 3.5) 0.3526 0.0127 0 0 0.3619 0.0352 0 0 0.3630 0.0570
(1.0, 3.0) 0.3884 2.5e-04 0 0 0.3613 0.0012 0 0 0.3583 0.0024
(1.5, 3.0) 0.8348 0.0027 0.4625 0 0.8157 0.0095 0.4478 0 0.8134 0.0174
(2.0, 3.0) 0.7954 0.0188 0.4316 0 0.8164 0.0523 0.4476 0 0.8186 0.0846
(2.5, 3.0) 0.3360 0.0897 0 0 0.3623 0.1949 0 0 0.3653 0.2766
(1.0, 2.5) 0.3884 2.5e-04 0 0 0.3613 0.0012 0 0 0.3583 0.0024
(1.5, 2.5) 0.8348 0.0027 0.4625 0 0.8157 0.0095 0.4478 0 0.8134 0.0174
(2.0, 2.5) 0.7954 0.0188 0.4316 0 0.8164 0.0523 0.4476 0 0.8186 0.0846
(2.5, 2.5) 0.3360 0.0897 0 0 0.3623 0.1949 0 0 0.3653 0.2766
(1.5, 2.0) 0.3701 0.0018 0 0 0.3616 0.0064 0 0 0.3606 0.0118
(2.0, 2.0) 0.3526 0.0127 0 0 0.3619 0.0352 0 0 0.3630 0.0570
(4.25, 3.5) 1.2e-05 0.6415 0 0.4850 1.5e-05 0.5883 0 0.4852 1.6e-05 0.5276
(3.5, 2.75) 0.0058 0.6566 0 0.4983 0.0069 0.8712 0 0.4854 0.0070 0.9512
(4.25, 2.75) 3.0e-05 0.9997 0 0.8046 3.9e-05 0.9168 0 0.8049 4.0e-05 0.8222
(5.0, 2.75) 2.5e-08 0.6267 0 0.4720 3.5e-08 0.3972 0 0.4849 3.6e-08 0.2926
(4.25, 2.0) 1.2e-05 0.6415 0 0.4850 1.5e-05 0.5883 0 0.4852 1.6e-05 0.5276

Fig. 10. (a) Dataset of Experiment 2. Clustering results for (b) k-means, min i = 3, (c) FCM, min i = 3, (d) PCM, min i = 5, (e) UPC, min i = 5, q = 1.5,
(f) UPFC, min i = 10, α = 5, β = 1, q = 2.2, n = 3, (g) PFCM, min i = 5, K = 1, α = 1, β = 5, q = 1.5, n = 1.5, (h) SPCM-L1 , λ = 15, q = 2 (i) APCM,
min i = 5, α = 0.3, (j) SPCM, min i = 5, and (k) SAPCM, min i = 10 and α = 0.15.
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TABLE IV
PERFORMANCE OF CLUSTERING ALGORITHMS FOR THE EXPERIMENT 2 DATASET

m in i m f in a l SRc 1 SRc 2 SRc 3 MD Iter Time

k-means 3 3 51 0 100 3.4066 2 0.265
k-means 5 5 51 94 51.48 0.5369 20 0.202
FCM 3 3 51 0 100 3.3432 110 0.140
FCM 5 5 50.50 93 51.62 0.5537 86 0.218
PCM 5 2 100 0 100 0.9242 15 0.514
PCM 10 2 100 0 100 0.9254 18 1.185
UPC (q = 1.5) 5 4 50 95 100 0.4589 65 0.390
UPC (q = 1.2) 10 4 50 95 100 0.4480 89 0.910
UPFC (a = 5, b = 1, q = 2, n = 1.5) 5 4 50.50 96 100 0.4170 41 0.390
UPFC (a = 5, b = 1, q = 2.2, n = 3) 10 3 100 94 100 0.3601 190 2.940
PFCM (K = 1, a = 1, b = 5, q = 1.5, n = 1.5) 5 4 51.50 100 100 0.4573 38 0.380
PFCM (K = 1, a = 2, b = 1, q = 2, n = 1.2) 10 5 44 97 100 0.4011 60 0.880
SPCM-L1 (λ = 15, q = 2) - 2 76 0 100 1.1831 6 0.031
APCM (α = 0.3) 5 4 53 100 100 0.4469 73 0.390
APCM (α = 0.3) 10 4 52.50 100 100 0.4748 90 0.889
SPCM (K = 0.9) 5 2 100 0 100 0.9256 15 3.276
SPCM (K = 0.9) 10 2 100 0 100 0.9263 19 7.769
SAPCM (α = 0.18) 5 3 100 100 100 0.3222 91 13.40
SAPCM (α = 0.15) 10 3 100 100 100 0.3020 100 18.94

Fig. 10(d)–(i) depicts the performance of PCM, UPC, UPFC,
PFCM, SPCM-L1 , and APCM, respectively, with their param-
eters chosen (after fine-tuning), as stated in the caption. In ad-
dition, the circles, centered at each θj and having radius

√
γj

(as they have been computed after the convergence of the algo-
rithms), are also drawn.

As can be deduced from Fig. 10 and Table IV, even when the
k-means and the FCM are initialized with the (unknown in prac-
tice) true number of clusters (m = 3), they fail to unravel the
underlying clustering structure mainly due to the big difference
in the variances and densities between clusters. The classical
PCM also fails to detect the physical cluster 2, because of its
position that is next to the densest physical cluster. The UPC
algorithm has been fine-tuned so that the parameters γj ’s, which
remain fixed during its execution and are the same for all clus-
ters, get small enough values, in order to identify the cluster C2 .
However, it splits the high-variance/low-density cluster C1 in
two clusters. The same seems to hold for the PFCM algorithm,
after fine-tuning of its several parameters. The UPFC algorithm
produces three clusters, at the cost of a computationally de-
manding fine-tuning of the (several) parameters it involves. The
APCM algorithm also splits the big variance cluster in two sub-
clusters, failing to detect the underlying clustering structure. On
the other hand, SPCM identifies two clusters with high accu-
racy of the center of the actual clusters, but misses the third
one. Finally, as it is deduced from Table IV, the SAPCM al-
gorithm manages to identify all clusters, achieving the best SR
and MD results and detecting very accurately the true centers
of the clusters, since it exhibits the minimum MD among all
algorithms.

Experiment 3: Consider the dataset of Experiment 2, where
50 data points are now added randomly as noise in the region
where data live [see Fig. 11(a)]. It can be seen that APCM and
SAPCM algorithms are the only algorithms that distinguish all
clusters. In addition, SAPCM keeps MD at low values, whereas
all other algorithms conclude to higher MD values compared

with the results of Experiment 2 (see Tables IV and V). Finally,
as shown in Fig. 11, SAPCM is the only algorithm that identifies
the noisy points of the dataset and ignores them in the updating
of the location of the cluster representatives.

Experiment 4: Let us consider the Iris dataset ([21]) con-
sisting of N = 150, 4-D data points that form three classes,
each one having 50 points. In this dataset, two classes are over-
lapped; thus, one can argue whether the true number of clusters
m is 2 or 3. As shown in Table VI , k-means and FCM work
well, only if they are initialized with the true number of clus-
ters (mini = 3). The classical PCM and SPCM fail to end up
with mfinal = 3 clusters, independently of the choice of the ini-
tial number of clusters. On the contrary, the UPC, the PFCM,
the UPFC, the APCM, and the SAPCM algorithms, after ap-
propriate fine-tuning of their parameters, produce very accurate
results in terms of the RM, SR, and MD metrics. However, the
APCM and SAPCM algorithms detect more accurately the cen-
ters of the true clusters compared with the other algorithms.
It is noted again that the main drawback of PFCM and UPFC
is the requirement for fine-tuning of several parameters, which
increases excessively the computational load required for de-
tecting the appropriate combination of parameters that achieves
the best clustering performance. Finally, the SPCM-L1 algo-
rithm concludes also to three clusters, however, with degraded
clustering performance.

The next experiment indicates the ability of the proposed
algorithms to deal successfully with high-dimensional data.

Experiment 5: In this experiment, the dataset under study is
an HSI, which depicts a subscene of size 220 × 120 of the flight-
line acquired by the AVIRIS sensor over Salinas Valley, Califor-
nia [22]. The AVIRIS sensor generates 224 spectral bands across
the range from 0.2 to 2.4 μm. The number of bands is reduced to
204 by removing 20 water absorption bands. The aim in this ex-
periment is to identify homogeneous regions in the Salinas HSI.
A total size of N = 26 400 samples-pixels are used, stemming
from seven ground-truth classes: “Grapes,” “Broccoli,” three
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Fig. 11. (a) Dataset of Experiment 3. Clustering results for (b) k-means, min i = 3, (c) FCM, min i = 3, (d) PCM, min i = 10, (e) UPC, min i = 5, q = 1.5,
(f) UPFC, min i = 10, α = 5, β = 1, q = 2.5, n = 2, (g) PFCM, min i = 5, K = 1, α = 1, β = 1, q = 1.5, n = 1.5, (h) SPCM-L1 , λ = 17, q = 2, (i) APCM,
min i = 5, α = 0.4, (j) SPCM, min i = 5, and (k) SAPCM, min i = 10 and α = 0.18.

TABLE V
PERFORMANCE OF CLUSTERING ALGORITHMS FOR THE EXPERIMENT 3 DATASET

m in i m f in a l SRc 1 SRc 2 SRc 3 MD Iter Time

k-means 3 3 54.50 0 100 3.8296 8 0.156
k-means 5 5 99.50 94 50.96 0.0843 35 0.203
FCM 3 3 56 0 100 3.4345 75 0.110
FCM 5 5 99.50 92 38.92 0.3334 129 0.375
PCM 5 1 0 0 100 3.7899 9 0.421
PCM 10 2 99 0 97.60 0.9254 29 1.943
UPC (q = 1.5) 5 4 50 95 100 0.4424 80 0.328
UPC (q = 1.3) 10 4 50 95 100 0.4517 113 1.186
UPFC (a = 1, b = 1, q = 2.5, n = 2) 5 2 100 0 100 1.1388 60 0.421
UPFC (a = 5, b = 1, q = 2.5, n = 2) 10 2 100 0 100 1.1346 151 2.044
PFCM (K = 1, a = 1, b = 1, q = 1.5, n = 1.5) 5 2 100 0 100 0.9519 45 0.343
PFCM (K = 1, a = 1, b = 1, q = 1.2, n = 1.5) 10 2 98.50 0 100 0.9575 61 1.358
SPCM-L1 (λ = 17, q = 2) - 3 58.50 0 100 4.1291 9 0.016
APCM (α = 0.3) 5 3 100 100 100 0.3150 83 0.374
APCM (α = 0.3) 10 4 97 100 100 0.3518 93 0.655
SPCM (K = 0.9) 5 2 100 0 100 0.9117 19 4.695
SPCM (K = 0.9) 10 2 100 0 100 0.9118 13 5.991
SAPCM (α = 0.24) 5 3 100 100 100 0.3808 202 27.82
SAPCM (α = 0.19) 10 3 100 100 100 0.3193 122 21.20
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TABLE VI
PERFORMANCE OF CLUSTERING ALGORITHMS FOR THE IRIS DATASET

m in i m f in a l RM SR MD Iter Time

k-means 3 3 87.97 89.33 0.1271 3 0.30
k-means 10 10 76.64 40.00 0.7785 4 0.13
FCM 3 3 87.97 89.33 0.1287 19 0.02
FCM 10 10 76.16 36.00 0.7793 35 0.02
PCM 3 2 77.19 66.67 0.5428 19 0.11
PCM 10 2 77.63 66.67 0.5286 28 0.11
UPC (q = 4) 3 3 91.24 92.67 0.1438 26 0.03
UPC (q = 2.4) 10 3 81.96 81.33 0.5569 150 0.11
UPFC (a = 1, b = 5, q = 4, n = 2) 3 3 91.24 92.67 0.1642 32 0.03
UPFC (a = 1, b = 1.5, q = 2.5, n = 2) 10 3 81.96 81.33 0.5566 180 0.16
PFCM (K = 1, a = 1, b = 10, q = 7, n = 2) 3 3 90.55 92.00 0.1833 17 0.03
PFCM (K = 1, a = 1, b = 1.5, q = 2, n = 2) 10 3 84.64 85.33 0.5411 92 0.05
SPCM-L1 (λ = 4.5, q = 2) - 3 66.65 58.67 0.69.04 13 0.02
APCM (α = 3) 3 3 91.24 92.67 0.1405 26 0.03
APCM (α = 1) 10 3 84.15 84.67 0.4030 61 0.06
SPCM (K = 1.2) 3 3 83.22 83.33 0.3631 27 0.14
SPCM (K = 0.95) 10 3 79.38 76.00 0.2151 35 0.36
SAPCM (α = 2.2) 3 3 91.24 92.67 0.1419 33 0.16
SAPCM (α = 0.8) 10 3 84.15 84.67 0.4224 60 0.34

Fig. 12. (a) Fourth PC component of Salinas HSI and (b) the corresponding ground truth labeling. Clustering results of experiment 6 obtained from (c) k-means,
min i = 7, (d) FCM, min i = 7, (e) PCM, min i = 15, (f) UPC, min i = 15 and q = 4, (g) UPFC, min i = 15, α = 1, β = 3, q = 5 and n = 2, (h) PFCM,
min i = 15, K = 1, α = 1, β = 2, q = 3 and n = 2, (i) APCM, min i = 15 and α = 3, (j) SPCM, min i = 30, and (k) SAPCM, min i = 15 and α = 1.8.

types of “Fallow,” “Stubble,” and “Celery,” denoted by differ-
ent colors in Fig. 12(b). Note that there is no available ground
truth information for the dark blue pixels in Fig. 12(b). It is also
noted that Fig. 12 depicts the best mapping obtained by each

algorithm12 taking into account not only the “dry” performance
indices, but their physical interpretation as well.

12The results for the SPCM-L1 algorithm were rather poor; thus, they are not
provided.
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TABLE VII
PERFORMANCE OF CLUSTERING ALGORITHMS FOR THE SALINAS HSI DATASET

m in i m f in a l RM SR MD Iter Time

k-means 7 7 93.75 79.89 1.84e + 03 25 0.18e + 02
k-means 9 9 91.03 68.55 1.91e + 03 10 0.27e + 02
k-means 15 15 89.90 59.18 0.60e + 03 28 0.60e + 02
FCM 7 7 93.18 75.31 2.41e + 03 99 0.23e + 02
FCM 9 9 90.93 67.92 1.96e + 03 103 0.31e + 02
FCM 15 15 89.75 57.89 0.59e + 03 137 0.67e + 02
PCM 7 4 88.09 69.37 1.92e + 03 28 0.52e + 02
PCM 15 5 92.75 80.84 1.21e + 03 29 1.00e + 02
PCM 30 5 93.39 81.62 1.19e + 03 56 2.90e + 02
UPC (q = 4) 7 3 80.97 57.43 3.14e + 03 38 0.27e + 02
UPC (q = 4) 15 6 95.61 86.21 0.61e + 03 48 0.85e + 02
UPC (q = 3) 30 6 95.65 86.28 0.58e + 03 48 2.30e + 02
UPFC (a = 1, b = 5, q = 4, n = 2) 7 3 80.98 57.43 3.14e + 03 38 0.31e + 02
UPFC (a = 1, b = 3, q = 5, n = 2) 15 6 95.67 86.31 0.57e + 03 45 0.93e + 02
UPFC (a = 1, b = 3, q = 5, n = 2) 30 6 95.61 86.21 0.62e + 03 54 2.57e + 02
PFCM (K = 1, a = 1, b = 7, q = 2, n = 2) 7 3 80.98 57.44 3.06e + 03 349 1.48e + 02
PFCM (K = 1, a = 1, b = 2, q = 3, n = 2) 15 7 94.17 76.86 2.82e + 03 162 1.86e + 02
PFCM (K = 1, a = 1, b = 2, q = 3, n = 2) 30 7 93.60 76.63 2.91e + 03 206 4.96e + 02
APCM (α = 4) 7 6 95.45 85.92 0.72e + 03 82 0.50e + 02
APCM (α = 3) 15 8 95.91 85.85 0.56e + 03 191 1.60e + 02
APCM (α = 1.5) 30 8 95.92 85.84 0.53e + 03 262 3.47e + 02
SPCM 7 5 92.73 81.19 1.15e + 03 35 0.52e + 02
SPCM 15 5 93.33 81.79 1.21e + 03 47 1.51e + 02
SPCM 30 6 95.62 86.15 0.48e + 03 36 3.34e + 02
SAPCM (α = 2) 7 6 95.85 86.51 0.71e + 03 71 0.84e + 02
SAPCM (α = 1.8) 15 9 95.25 83.40 0.55e + 03 223 3.69e + 02
SAPCM (α = 1.3) 30 9 95.20 83.31 0.56e + 03 286 6.67e + 02

As can be deduced from Fig. 12 and Table VII, when k-means
and FCM are initialized with mini = 7, they actually split the
“Stubble” class into two clusters and merge the “Fallow 1” and
“Fallow 3” classes. The PCM algorithm fails to uncover more
than five discrete clusters, merging the three different types of
the “Fallow” class. The UPC, UPFC, and SPCM algorithms
are able to detect up to six clusters, merging the “Fallow 1”
and “Fallow 3” classes. PFCM, after exhaustive fine-tuning of
its parameters, manages additionally to distinguish two types of
“Celery,” compared with UPC, UPFC, and SPCM, although this
information is not reflected to the ground-truth labeling. Finally,
APCM and SAPCM are the only algorithms that manage to
distinguish the “Fallow 1” from the “Fallow 3” class, while
at the same time, they do not merge any other of the existing
classes.

Let us focus for a while on the “Celery” class. This class is
formed by two similar yet distinguished from each other “sub-
classes,” although this is not reflected to the ground-truth la-
beling [note, however, that this can be deduced from the fourth
PC component in Fig. 12(a)]. These subclasses are likely to
form two closely located clusters in the feature space. It is
important to note that, in contrast with PFCM, APCM, and
SAPCM, none of the other algorithms succeeds in identify-
ing each one of them. The fact that this is not reflected in the
ground-truth labeling causes a misleading decrease in the SR
performance of these three algorithms. Similar comments result
for the “Grapes” class, after the inspection of the fourth PC com-
ponent in Fig. 12(a). However, in this case, only the SAPCM
algorithm succeeds in unraveling this situation.

VI. CONCLUSION

In this paper, two novel possibilistic c-means algorithms have
been proposed, namely SPCM and SAPCM, which both impose
a sparsity constraint on the degrees of compatibility of each data
vector with the clusters. Both algorithms are initialized through
FCM with the latter executed for an overestimated number of the
actual number of clusters. SPCM, which results by extending
the cost function of the original PCM with a sparsity promoting
term, unravels the underlying clustering structure much more
accurately than PCM. This is achieved via the improvement on
the estimation of the cluster representatives by excluding points
that are distant from them in contributing to their estimation.
Thus, it is able to identify closely located clusters with possi-
bly different densities. In addition, SPCM exhibits immunity
to noise and outliers. The second algorithm, termed SAPCM,
further extends SPCM by adapting the parameters γj ’s as the
algorithm evolves, incorporating the relative adaptation mech-
anism described in [15]. The SAPCM algorithm is immune to
noise/outliers, as its predecessor SPCM. In addition, SAPCM
has the ability 1) to cope well with closely located clusters with
possibly different densities and/or variances, 2) to determining
the number of natural clusters, and 3) to improve even more
the estimates of the cluster representatives. In extensive exper-
iments, it is shown that SAPCM has a steadily superior perfor-
mance, compared with other related algorithms, irrespective of
the initial estimate of the number of clusters. Both algorithms
compare favorably with relevant state-of-the-art algorithms, ex-
hibiting in most cases a superior clustering performance. Finally,
they are able to cope with high-dimensionality datasets.
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APPENDIX

Proof of Proposition 2: Taking the derivative of f(uij) with
respect to uij , we obtain

∂f(uij)
∂uij

= γju
−1
ij

[

1 − λ

γj
p(1 − p)up−1

ij

]

. (13)

Solving ∂f (u i j )
∂u i j

= 0 with respect to uij and taking into account
that uij > 0 (by definition), after some elementary algebraic
manipulations, we have the following solutions:

ûij =
[

λ

γj
p(1 − p)

] 1
1−p

and ũij = +∞. (14)

�
Proof of Proposition 3: It suffices to show that ∂f (u i j )

∂u i j
≤ 0

for uij ∈ (0, ûij ] and ∂f (u i j )
∂u i j

≥ 0 for uij ∈ [ûij ,+∞). Indeed,

for uij ∈ (0, ûij ], we have uij ≤ ûij , which implies that u1−p
ij ≤

λ
γj

p(1 − p) (from (14)) or 1 ≤ λ
γj

p(1 − p)up−1
ij . From the latter

and taking into account (13) again, it follows that ∂f (u i j )
∂u i j

≤ 0 in

uij ∈ (0, ûij ]. Similarly, for uij ∈ [ûij ,+∞), we have uij ≥ ûij ,
which, utilizing (14), implies that u1−p

ij ≥ λ
γj

p(1 − p) or 1 ≥
λ
γj

p(1 − p)up−1
ij . From the latter and taking into account (13),

it follows that ∂f (u i j )
∂u i j

≥ 0 in uij ∈ [ûij ,+∞). Consequently, ûij

is the unique minimum of f(uij), since in [ûij ,+∞), f(uij)
is increasing, and as a consequence, ũij is not a minimum of
f(uij). �

Proof of Proposition 4: It is f(1) = dij + γj ln 1 + λp ·
1p−1 = dij + λp > 0. Moreover, it is

f(0) = lim
u i j→0+

f(uij) = lim
u i j→0+

(dij + γj ln uij + λpup−1
ij )

= dij + lim
u i j→0+

[
1

u1−p
ij

(γju
1−p
ij ln uij + λp)

]

= +∞,

as it follows from the application of the L’ Hospital rule, since
lim

u i j→0+

1
u1−p

i j
= +∞ and lim

u i j→0+
(γju

1−p
ij ln uij) = 0.

Taking into account 1) that f(0) > 0 and f(ûij) < 0, 2) the
continuity of f(uij), and 3) the Bolzano’s theorem, there is at
least one u1

ij ∈ (0, ûij) : f(u1
ij) = 0. Moreover, based on Propo-

sition 3, ∂f (u i j )
∂u i j

< 0 for uij ∈ (0, ûij); thus, f(uij) is decreas-

ing on (0, ûij). Therefore, there is exactly one u1
ij ∈ (0, ûij) :

f(u1
ij) = 0. Similarly, taking into account 1) that f(ûij) < 0

and f(1) > 0, 2) the continuity of f(uij), and 3) the Bolzano’s
theorem, there is at least one u2

ij ∈ (ûij , 1) : f(u2
ij) = 0. More-

over, based on Proposition 3, it is ∂f (u i j )
∂u i j

> 0 for uij ∈ (ûij , 1);
thus, f(uij) is increasing on (ûij , 1). Therefore, there is exactly
one u2

ij ∈ (ûij, 1) : f(u2
ij) = 0. Consequently, there are exactly

two u1
ij, u

2
ij ∈ (0, 1) such that f(uij) = 0. �

Proof of Proposition 5: As previously mentioned, if
f(uij) = 0 has two solutions, then f(ûij) < 0. From Proposi-

tion 4, it is u1
ij < ûij < u2

ij . Since ∂f (u i j )
∂u i j

≤ 0 for uij ∈ (0, ûij ]

and ∂f (u i j )
∂u i j

≥ 0 for uij ∈ [ûij,+∞) (proof of Proposition

3), it turns out that f(uij) is decreasing for uij ∈ (0, ûij ] and
increasing for uij ∈ [ûij ,+∞). In addition, it can be easily ver-
ified that f(0) ≥ 0 and f(+∞) ≥ 0. Taking into account these
facts, the continuity of f and the fact that f(u1

ij) = f(u2
ij) = 0,

it follows that f(uij) is positive for uij ∈ (0, u1
ij) ∪ (u2

ij ,+∞)
and negative for uij ∈ (u1

ij , u
2
ij). Thus, u2

ij is a turning point
for JSPCM(Θ, U) before which JSPCM(Θ, U) decreases
with respect to uij and after which JSPCM(Θ, U) increases
with respect to uij . Therefore, u2

ij is a local minimum of
JSPCM(Θ, U), whereas, employing similar reasoning, it turns
out that u1

ij is a local maximum of JSPCM(Θ, U). �
Proof of Proposition 6: Let JSPCM(θj , uij) contain the

terms of JSPCM(Θ, U) that involve θj , uij . According to Propo-
sitions 3–5, it turns out that if f(ûij) < 0, then the global
minimum of JSPCM(θj , uij) with respect to uij is u2

ij , pro-
vided that JSPCM(θj , u

2
ij) < JSPCM(θj , 0). However, the latter

becomes u2
ij [dij + γj ln u2

ij − γj + λ(u2
ij)

p−1 ] < 0 and taking
into account that f(u2

ij) ≡ dij + γj ln u2
ij + λp(u2

ij)
p−1 = 0, it

is equivalent to u2
ij [−λp(u2

ij)
p−1 −γj + λ(u2

ij)
p−1 ] < 0 or u2

ij >

( λ(1−p)
γj

)
1

1−p . Clearly, in the case where f(ûij) < 0 and u2
ij <

( λ(1−p)
γj

)
1

1−p , it is uij = 0. Finally, in the case where f(ûij) > 0,

it is f(uij) > 0, for uij ∈ (0,+∞). Thus, JSPCM(Θ, U) in-
creases with respect to uij in (0,+∞) and, as a consequence,
its minimum is achieved at uij = 0. �
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