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a b s t r a c t

In this paper, we propose two new adaptive equalization algorithms for direct sequence

code division multiple access (DS-CDMA) systems operating over time-varying and

frequency selective channels. The equalization schemes consist of a number of serially

connected stages and detect users in an ordered manner, applying a decision feedback

equalizer (DFE) at each stage. Both the equalizer filters and the order in which the users

are extracted are updated in a recursive least squares (RLS) manner, efficiently realized

through time- and order-update recursions. V-BLAST detection ordering is implemen-

ted, that is, the stronger signal is extracted first so that the weaker users can be more

easily detected. The spreading codes are unavailable at the receiver of the first scheme,

whereas the second algorithm employs the RAKE receiver concept, incorporating

knowledge of the spreading sequences to offer performance improvement. The bit

error rate (BER) performance of the equalizers is evaluated via simulations, in both mild

and severe near–far environments. Their superiority over existing techniques is

demonstrated.

& 2011 Elsevier B.V. All rights reserved.
1. Introduction

In a direct sequence-code division multiple access (DS-
CDMA) communication system, several users access the
same channel using a common carrier frequency. A unique
code sequence is assigned to each user, to spread the signal
prior to transmission [20]. It is desirable that code
sequences be orthogonal so that the users can be effectively
separated at the receiver, eliminating inter-user interfer-
ence. However, in realistic environments, asynchronous
ll rights reserved.

s),

A. Rontogiannis),
transmission and/or frequency selective channels result in
time-shifted and scaled versions of users’ code sequences,
destroying orthogonality. Multiple access interference (MAI)
and inter-symbol interference (ISI) are consequently gener-
ated. Moreover, the near–far effect can be quite severe in
DS-CDMA systems. This problem comes up when some
users are located closer to the receiver compared to others.
Hence, signals from distant users are attenuated more than
those from users close to the receiver. This greatly affects
the detection performance of the weaker users, leading to
overall system performance degradation. In a mobile envir-
onment, fading is also present and hence the receiver needs
to have an adaptation capability as well [9].

It is well-known [16] that when the users are received
with different signal strengths, successive interference
cancellation (SIC) [8] is the preferable solution, as it
exhibits better near–far resistance. SIC consists of a cascade
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Fig. 1. Block diagram of a single-user DS-CDMA system with spreading

factor P.
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of stages, detecting one user at each stage. The stronger
users are detected first and the detected signal is cancelled
from the received signal so that the remaining users ‘‘see’’
less MAI. On the other hand, parallel interference cancella-
tion (PIC) is preferred when all users have equal strength at
the receiver [15]. An adaptive method performing succes-
sive interference cancellation in time-varying environ-
ments was proposed in [2], for additive white Gaussian
noise (AWGN) and slow Rayleigh fading channels in a
near–far situation, and shown to exhibit superior perfor-
mance compared to the conventional SIC (CSIC) [16]
receiver. An improved adaptive SIC (ASIC) technique was
developed for AWGN as well as flat Rayleigh fading
channels [13]. Its extension to frequency selective Rayleigh
fading channels was presented in [12], where its super-
iority over the CSIC algorithm as well as a PIC method was
demonstrated. Multiuser DS-CDMA detection schemes
relying on the well-known V-BLAST architecture for multi-
ple input multiple output (MIMO) systems [4] have also
been reported. In [19], BLAST is used in the uplink of a DS-
CDMA system where users are organized in groups and the
same spreading code is assigned to all users of a group.
Two schemes which combine multicode CDMA with BLAST
architecture in order to achieve high data rates and combat
MAI were proposed in [21,6], for uplink and downlink,
respectively. All three schemes consider users with multi-
ple antennas while [19,6] also assume perfect channel
estimation at the receiver and perfect power control.

In this paper, we propose two new adaptive equaliza-
tion algorithms of the SIC type for single-antenna DS-
CDMA systems, over time-varying and frequency selective
channels. Their development relies on the formulation of
a DS-CDMA system as a MIMO one and the adoption of
existing adaptive solutions of the BLAST-type for MIMO
channel equalization [3,18,10]. The proposed equalization
schemes assume no channel estimates. They consist of a
number of serially connected stages and detect users in an
ordered manner, applying a decision feedback equalizer
(DFE) at each stage. Both the equalizer filters and the
order in which the users are extracted are updated in a
recursive least squares (RLS) manner, efficiently realized
through time- and order-update recursions. V-BLAST [4]
detection ordering is followed, that is, the stronger signal
is extracted first, so that the weaker users can be more
easily detected. The receiver in the first scheme does not
need to know the spreading codes, whereas in the second
algorithm the RAKE receiver concept is used, incorporat-
ing knowledge of the users’ spreading sequences. The BER
performance of the proposed equalizers is evaluated via
simulations in mild and severe near–far environments.
Their superiority compared to ASIC and conventional
adaptive techniques is demonstrated. An analysis of their
computational complexity is also provided, including
possible savings from simplifications like fixed (and not
adaptive) ordering.

The rest of the paper is organized as follows. Section 2
describes the system model. The RAKE receiver is briefly
summarized in Section 3. The proposed adaptive schemes
are presented in Section 4. Section 6 evaluates their
performance via simulation results. Conclusions are
drawn in Section 7.
Notation. In the following, ð�ÞT and ð�ÞH denote trans-
pose and Hermitian transpose of a matrix, respectively. Im

is the mth-order identity matrix, while 0m�n denotes the
m�n matrix of all zeros. We are using the Matlab
notation to designate a submatrix of a given matrix.
Complex conjugation is denoted by n. � is the (left)
Kronecker product.
2. System model

We consider the uplink of a symbol-synchronous DS-
CDMA system with a spreading factor of P chips per symbol,
K single-antenna users, and a single-antenna receiver. The
users transmit independently the symbol sequences siðkÞ,
i¼1,2,y,K. Each such sequence is spread through a P-
periodic spreading code ci ¼ ½cið0Þ cið1Þ � � � ciðP�1Þ�T , as
shown in Fig. 1. The transmission is through frequency
selective channels that vary at the symbol rate, with
impulse responses hiðkÞ ¼ ½hi,0ðkÞ hi,1ðkÞ � � � hi,L�1ðkÞ�

T , i¼1,
2,y,K, of length LrP.

The discrete-time signal x at the receiver’s front-end is
a summation of signals from all K users, corrupted by
additive white Gaussian noise (AWGN). As the aim in this
paper is to develop adaptive equalization algorithms for
DS-CDMA using earlier work on equalization of MIMO
systems, it will be convenient to view the DS-CDMA
system as such. Sampling at chip rate and collecting in a
P�1 vector the P successive measurements of x asso-
ciated with a symbol period, a MIMO formulation with K

inputs and P outputs [22,11] results for the DS-CDMA
system. Indeed, with the channels being constant during
each symbol interval, we get the following input–output
relationship:

xðkÞ ¼

xðkPÞ

xðkPþ1Þ

^

xðkPþP�1Þ

2
66664

3
77775¼

XK

i ¼ 1

Ai½siðk�1ÞCp
i þsiðkÞCc

i �hiðkÞþvðkÞ,

ð1Þ

or equivalently, using Z-transform formulation,

xðkÞ ¼ ½A1ðz
�1Cp

1þC
c
1Þh1ðkÞ � � �AK ðz

�1Cp
KþC

c
K ÞhK ðkÞ�

s1ðkÞ

^

sK ðkÞ

2
64

3
75þvðkÞ, ð2Þ

where Ai is the amplitude of the ith user’s signal, siðk�1Þ
and si(k) are the input symbols of the ith user at time
instances k�1 and k, respectively, vðkÞ 2 CP

� 1 is addi-
tive zero mean, white, complex Gaussian noise vector, and



Fig. 2. Block diagram of a single user RAKE receiver with L fingers.

Linear combination of the correlators outputs, using the conjugate

channel coefficients.

1 Due to the non-orthogonality of the multipath-distorted spreading

codes, this matrix product results in nonzero crosscorrelation values

between different code sequences as well as nonzero autocorrelation

values between time shifted versions of the same code, giving rise to

MAI and ISI effects, respectively.
2 The multiuser RAKE receiver [20] is based on the use of a single

receive antenna for the detection of all users. Knowledge of the code

sequences of all users is required.
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the P� L matrices Cp
i , Cc

i are built from the (PþL�1)� L

convolution matrix

Ci ¼

cið0Þ 0ðL�1Þ�1

^ & cið0Þ

ciðP�1Þ ^

0ðL�1Þ�1 & ciðP�1Þ

2
66664

3
77775 ð3Þ

as

Cp
i ¼

CiðPþ1 : PþL�1, :Þ

0ðP�Lþ1Þ�L

" #
,

Cc
i ¼ Cið1 : P, :Þ:

The latter matrices are associated with the previous and
current symbols, respectively.

Similarly with Eq. (1), collect PþL�1 successive sam-
ples of x (instead of P) corresponding to a symbol period
followed by the first L�1 samples of the next symbol
period. Then an alternative MIMO formulation, with K

inputs and PþL�1 outputs, results, as follows:

xðkÞ ¼ ½xðkPÞ xðkPþ1Þ � � � xðkPþP�1Þ
zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{xT ðkÞ

xððkþ1ÞPÞ xððkþ1ÞPþ1Þ � � � xððkþ1ÞPþL�2Þ�T

¼
XK

i ¼ 1

Ai½siðk�1ÞCp
i hiðkÞþsiðkÞC

c
i hiðkÞ

þsiðkÞC
cn
i hiðkþ1Þþsiðkþ1ÞCn

i hiðkþ1Þ�þvðkÞ, ð4Þ

where

Cp
i ¼

CiðPþ1 : PþL�1, :Þ

0P�L

" #
,

Cc
i ¼

Cið1 : P, :Þ

0ðL�1Þ�L

" #
,

Ccn
i ¼

0P�L

CiðPþ1 : PþL�1, :Þ

" #
,

Cn
i ¼

0P�L

Cið1 : L�1, :Þ

" #
,

and vðkÞ is defined similarly with vðkÞ. Note that the last

L�1 elements of xðkÞ equal the first L�1 elements of

xðkþ1Þ. The matrices Cp
i ,Cn

i are associated with the

contributions of the preceding (siðk�1Þ) and following

(siðkþ1Þ) symbols, respectively. The contribution of the

current symbol, si(k), is associated with the matrices Cc
i

and Ccn
i . Observe that, in a slowly fading scenario, i.e.,

when hiðkþ1Þ � hiðkÞ, the corresponding term becomes

AisiðkÞðC
c
i þC

cn
i ÞhiðkÞ, where it should be noted that

Cc
i þC

cn
i ¼ Ci. This is a key observation in developing the

second equalization algorithm, in Section 4.2, through the
incorporation of the RAKE concept.

3. The RAKE receiver

A RAKE receiver [20] utilizes multiple correlators,
called fingers, to separately detect the signal components
transmitted through the L channel paths. At each finger,
the desired user’s code sequence is correlated with a
time-shifted version of the received signal, as shown in
Fig. 2. The shifts between adjacent fingers differ by one
chip. Finally, the outputs of the L correlators are linearly
combined to generate an estimate of the desired user’s
transmitted symbol. Equivalently, to estimate the symbol
of the ith (i¼1,2,y,K) user at time k, the RAKE receiver
premultiplies1 Eq. (4) with the L� (PþL�1) Toeplitz
matrix

CRAKE
i ¼

cið0Þ � � � ciðP�1Þ � � � 0

^ & & ^

0 � � � cið0Þ � � � ciðP�1Þ

2
64

3
75¼ CT

i , ð5Þ

which contains time-shifted versions of the ith user code
sequence ci in its rows, and linearly combines the ele-
ments of the resulting L�1 vector with the conjugate of
the corresponding channel impulse response estimate.

Notice that one can detect all K users by applying
a multiuser RAKE receiver.2 It is realized by premultiply-
ing Eq. (4) with CRAKE

i for all i¼1,2,y,K. This concept will
be used in Section 4.2 in conjunction with an adaptive
BLAST-type MIMO method to derive a new adaptive
equalization algorithm.

4. BLAST-type DFE schemes for time-varying channels

4.1. The SR-MUD algorithm

V-BLAST is a well-known architecture for MIMO equal-
ization [4], based on successive detection and cancellation
of input streams. Knowledge of the channel is necessary in
V-BLAST, for intersymbol interference nulling and symbol
detection ordering. Hence, in a time-varying environment,
where continuous channel tracking is required, an
increase of the system’s complexity is entailed.

Based on the equivalence between V-BLAST and gen-
eralized DFE (GDFE) [5] methods, an adaptive MIMO DFE



Fig. 3. Block diagram of the adaptive DFE equalizer with successive interference cancellation.

4 Different ordering methods were examined in [17] for an asyn-
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detection scheme with variable detection order3 was
proposed in [3] for flat time-varying channels. Unlike in
V-BLAST, the equalization task does not rely on the avail-

ability and update of a channel estimate. It was shown in
[3] that this technique performs similarly to the V-BLAST
algorithm with RLS channel tracking, but at a reduced
computational complexity. Making use of the MIMO
formulation of a DS-CDMA system as presented in (1), a
similar equalization scheme can result for a DS-CDMA
system with K users and spreading factor P, as shown in
Fig. 3, for the flat fading case. At each time instant, the
receiver carries out the equalization in K serially con-
nected stages. The users are detected in an ordered
manner, applying a DFE at each stage. The stronger users,
which are affected less by MAI, are detected first, allowing
easier detection for the weaker users.

Let fo1ðkÞ, . . . ,oK ðkÞg, oiðkÞ 2 f1, . . . ,Kg be the order in
which the users are detected at time k and UiðkÞ ¼

f1;2, . . . ,Kg�fo1ðkÞ,o2ðkÞ, . . . ,oi�1ðkÞg the set of candidate
users for stage i, that is the users that have not been
detected yet. Although the ordering of users depends on
time k, we will skip this notation for the sake of simplicity.
Thus, henceforth, oi will denote the user assigned to the ith
stage at time k, unless otherwise stated. As it is shown in
Fig. 3, the (Pþ i�1)-dimensional weight vector wiðkÞ of the
ith stage DFE is composed of the P-dimensional feedforward
filter f iðkÞ and the (i�1)-dimensional feedback filter biðkÞ.
The input of the feedforward filter is the received vector xðkÞ
as described in (1), while the input of the feedback filter is
the vector diðkÞ ¼ ½do1

ðkÞ do2
ðkÞ � � � doi�1

ðkÞ�T , which contains
the decisions from all the previous stages so that the effect
of the already detected users be eliminated. Hence, the
weight vector and the input of the ith stage DFE can be
3 The case of a fixed detection order is also covered by the scheme

of [3].
written in the form

wiðkÞ ¼
f iðkÞ, i¼ 1,

½f T
i ðkÞ bT

i ðkÞ�
T , i¼ 2;3, . . . ,K ,

(
ð6Þ

yiðkÞ ¼
xðkÞ, i¼ 1,

½xT ðkÞ dT
i ðkÞ�

T , i¼ 2;3 . . . ,K:

(
ð7Þ

The equalizer filters wiðkÞ and the order of detection are
updated at each stage4 by minimizing the following set of LS
cost functions for all candidate users

Ei,jðkÞ ¼
Xk

l ¼ 1

lk�l9djðlÞ�wH
i,jðkÞyiðlÞ9

2
, j 2 UiðkÞ, ð8Þ

where 0olr1 is the forgetting factor and wi,jðkÞ the
equalizer corresponding to the ith stage and the jth user.
The minimization of (8) is performed with respect to wi,jðkÞ

and is known [7] to result in

wi,jðkÞ ¼U�1
i ðkÞzi,jðkÞ, ð9Þ

where UiðkÞ stands for the ðPþ i�1Þ � ðPþ i�1Þ exponen-
tially time-averaged input autocorrelation matrix, and zi,jðkÞ

for the ðPþ i�1Þ � 1 crosscorrelation vector, defined as

UiðkÞ ¼
Xk

l ¼ 1

lk�lyiðlÞy
H
i ðlÞ, ð10Þ

zi,jðkÞ ¼
Xk

l ¼ 1

lk�lyiðlÞd
n

j ðlÞ: ð11Þ
chronous CDMA system under AWGN and Rayleigh fading channels. It

was shown that, for a linear SIC receiver, ordering after each cancellation

and at each symbol is the best ordering method in terms of BER

performance.



Table 1
The SR-MUD algorithm.

Initialization: For i¼1,y,K, oi ¼ i, tið0Þ ¼ 0, Eið0Þ ¼ 0. For j¼1,y,K, t1,jð0Þ ¼ 0, R�1
1 ð0Þ ¼ d�1I , where d is a small positive constant.

1. Time update the inverse Cholesky factor R�1
1 ðk�1Þ and compute g1ðkÞ ¼R�H

1 ðk�1Þy1ðkÞ.

2. U1ðkÞ ¼ f1;2, . . . ,Kg. For i¼1,2,y,K

(a) Order update giðkÞ.

(b) Calculate doi
ðkÞ by deciding on tH

i ðk�1ÞgiðkÞ.

3. For j¼1,2,y,K

(a) Time-update t1,jðkÞ.

(b) Evaluate E1,jðkÞ.

4. Set o1 ¼ arg minj2U1ðkÞE1,jðkÞ, E1ðkÞ ¼ E1,o1
ðkÞ, t1ðkÞ ¼ t1,o1

ðkÞ and U2ðkÞ ¼U1ðkÞ�fo1g.

5. For i¼2,3,y,K

(a) For j 2 UiðkÞ

i. Order-update ti,jðkÞ.

ii. Evaluate Ei,jðkÞ.

(b) Set oi ¼ arg minj2Ui ðkÞEi,jðkÞ, EiðkÞ ¼ Ei,oi
ðkÞ, tiðkÞ ¼ ti,oi

ðkÞ and Uiþ1ðkÞ ¼UiðkÞ�foig.

5 The delays are taken to be equal at all stages, as in [10].
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An efficient way of updating (9), instead of a straightforward
computation, was proposed in [3] through time- and order-
update operations. Among the optimum filters wi,jðkÞ, the
one that gives the lowest squared error is used at the
current stage and the corresponding user is selected to be
the next detected user.

An algorithm exhibiting the same BER performance as
the method in [3] but with reduced computationally
complexity and increased numerical robustness was pro-
posed in [18], based on the updating of the inverse
Cholesky factor of UiðkÞ. Specifically, if RiðkÞ is the upper
triangular Cholesky factor of UiðkÞ, i.e., UiðkÞ ¼ RH

i ðkÞRiðkÞ,
then the LS solution given in (9) can be expressed as

wi,jðkÞ ¼ R�1
i ðkÞti,jðkÞ, ð12Þ

where ti,jðkÞ is defined as

ti,jðkÞ ¼ R�H
i ðkÞzi,jðkÞ: ð13Þ

By substituting (9) in (8) and after some math, we obtain
the following expression of the minimum LS error energy
for the ith stage and the jth user:

Ei,jðkÞ ¼
Xk

l ¼ 1

lk�l9djðlÞ9
2
�wH

i,jðkÞzi,jðkÞ: ð14Þ

Finally, using (12)–(14) is rewritten as follows

Ei,jðkÞ ¼
Xk

l ¼ 1

lk�l9djðlÞ9
2
�Jti,jðkÞJ

2: ð15Þ

In order to compute the minimum LS error energies Ei,j

from (15), the vector ti,j must be computed first. It was
shown in [18] that ti,jðkÞ and RiðkÞ can be order updated
very efficiently, resulting in significant computational
savings.

An extension of the above method to include fre-
quency selective channels was developed in [10], where
expanded input and weight vectors are used in order to
eliminate both MAI and ISI. Specifically, the input vector
of stage i contains the last Kf received vectors, decisions of
all users from the past Kb time instances and data
decisions from the i�1 previous stages at the present
time instant. The corresponding equalizer filter is com-
posed of a PKf � 1 feedforward filter and a ðKKbþ i�1Þ � 1
feedback filter, i.e., with a total of PKfþKKbþ i�1 taps.
Hence, the input of the feedforward filter is described by
the vector

xðkÞ ¼ ½xT ðk�K fþ1Þ xT ðk�K fþ2Þ � � � xT ðkÞ�T ð16Þ

and the input of the feedback filter is

d iðkÞ ¼ ½d
T
ðk�KbÞ � � � dT

ðk�1Þ do1
ðkÞ � � � doi�1

ðkÞ�T , ð17Þ

where

dðkÞ ¼ ½d1ðkÞ d2ðkÞ � � � dK ðkÞ�
T ð18Þ

is a K�1 vector containing the decisions for all K users at
time k. Note that the decisions di(k) correspond to the
input symbols at time k�D, where D is the equalizer’s
delay.5 The ðPKfþKKbþ i�1Þ � 1 input vector of the ith
stage DFE can thus be written as

yiðkÞ ¼ ½x
T ðkÞ dT

i ðkÞ�
T , i¼ 1;2, . . . ,K : ð19Þ

Viewing a frequency selective DS-CDMA system as a
MIMO system, as presented in (1), the efficient square
root LS algorithm of [10] can be straightforwardly applied
for multiuser data detection. The resulting scheme will
henceforth be referred to as the square root multiuser

detection (SR-MUD) algorithm. Its steps are summarized in
Table 1.
4.2. The RAKE-RLS algorithm

It is important to notice that, in the course of the SR-
MUD algorithm, knowledge of users’ code sequences is
not required. In this section, we will develop an improved
version of the SR-MUD algorithm, through incorporating
knowledge of the code sequences. This will be done by
exploiting the RAKE receiver concept presented in Section
3. We are using here the MIMO formulation of (4), where
a DS-CDMA system is represented as a MIMO system with
K inputs and PþL�1 outputs.

The structure of the new adaptive scheme is shown in
Fig. 4. The receiver again detects the users in an ordered
manner through K successive stages. At each stage, only
one user is detected and the remaining users comprise the



Fig. 4. Structure of the new adaptive DFE equalizer incorporating the knowledge of the code sequences.
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set of candidate users for the next stage. A DFE is applied
at each stage in order to remove MAI and ISI.

The architecture of the new scheme in Fig. 4 is similar
to that of the SR-MUD algorithm, but a modified input
signal is applied to the feedforward filter, utilizing the
RAKE receiver idea. The equalizer filter wiðkÞ of the ith
stage DFE is composed of the K f L-dimensional feedfor-
ward filter f iðkÞ and the ðKKbþ i�1Þ-dimensional feedback
filter tiðkÞ, as in

wiðkÞ ¼ ½f
T
i ðkÞ bT

i ðkÞ�
T , i¼ 1;2, . . . ,K: ð20Þ

Given that the oith user is to be detected at stage i, the
input of the feedforward filter consists of the last Kf

received vectors x (similarly with the SR-MUD algorithm)
but transformed as CRAKE

oi
xðkÞ, where

xðkÞ ¼ ½xT
ðk�K fþ1Þ xT

ðk�K fþ2Þ � � � xT
ðkÞ�T ð21Þ

and CRAKE
oi

is the K f L� K f ðPþL�1Þ block diagonal matrix

CRAKE
oi
¼ IK f

� CRAKE
oi
¼

CRAKE
oi

� � � 0L�ðPþ L�1Þ

^ & ^

0L�ðPþ L�1Þ � � � CRAKE
oi

2
664

3
775 ð22Þ

with CRAKE
oi

as in (5). Hence, we have taken advantage of
the known code sequences to lessen the effect of the other
users. The input of the feedback filter at stage i is the
ðKKbþ i�1Þ � 1 vector diðkÞ, which contains the decisions
for all users from Kb previous time instances and the
current data decisions from the i�1 previous stages. If the
output of the ith stage equalizer, assigned to user oi, is
~doi
ðkÞ and doi

ðkÞ ¼ f ½ ~doi
ðkÞ� is the corresponding decision

device output, then the input of the feedback filter is
written as in (17), i.e.,

d iðkÞ ¼ ½d
T
ðk�KbÞ � � � dT

ðk�1Þ do1
ðkÞ � � � doi�1

ðkÞ�T , ð23Þ

where dðkÞ is as in (18). Again a decision corresponds to
the input symbol of the associated user transmitted D

symbol periods earlier.
Using the above definitions, the output of the ith DFE
can be written as

~doi
ðkÞ ¼ f H

i ðkÞC
RAKE
oi

xðkÞþbH
i ðkÞd iðkÞ

¼wH
i ðkÞC i,oi

yiðkÞ, ð24Þ

where

C i,oi
¼

CRAKE
oi

0Kf L�ðKKbþ i�1Þ

0ðKKbþ i�1Þ�Kf ðPþ L�1Þ IKKbþ i�1

2
4

3
5 ð25Þ

and

yiðkÞ ¼ ½x
T ðkÞ dT

i ðkÞ�
T , i¼ 1;2, . . . ,K ð26Þ

is the ðVþ i�1Þ � 1 input vector of the ith stage DFE,
where V ¼ K f ðPþL�1ÞþKKb.

Although in the above expressions we have assumed
that the detection order is known, practically, we have to
specify how it is determined since in time-varying envir-
onments the equalizer filters as well as the detection
order need to be updated at each stage. In the proposed
scheme, the minimization of a LS cost function is used to
meet both requirements. To alleviate the error propaga-
tion problem, we adopt a BLAST-like methodology where
the most reliable signal, in terms of output SNR, is
extracted first. The weaker users can be detected with
improved performance when stronger users are detected
at earlier stages. If the equalizer of the ith stage is to be
computed, we have to update all equalizers correspond-
ing to the set of candidate users Ui(k) in order to
determine which user should be extracted. The equalizer
wH

i,jðkÞ, corresponding to the ith stage and the jth user, is
the one minimizing the following cost function:

Ei,jðkÞ ¼
Xk

l ¼ 1

lk�l9djðlÞ�wH
i,jðkÞC i,jyiðlÞ9

2
, ð27Þ

where 0olr1 is the forgetting factor and the matrix C i,j

has the structure of C i,oi
in (25), that is, for the ith stage
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and the jth user, it is given by

C i,j ¼
CRAKE

j 0K f L�ðKKbþ i�1Þ

0ðKKbþ i�1Þ�Kf ðPþ L�1Þ IKKbþ i�1

2
4

3
5

¼
C i�1,j 0ðKf LþKKbþ i�2Þ�1

01�ðKf ðPþL�1ÞþKKbþ i�2Þ 1

" #
: ð28Þ

Remark. Note that setting C i,j equals to

C i,j ¼
H 0K f P�ðKKbþ i�1Þ

0ðKKbþ i�1Þ�Kf ðPþ L�1Þ IKKbþ i�1

" #
, ð29Þ

where

H ¼ IKf
�H ð30Þ

with

H¼ ½IP 0P�ðL�1Þ�, ð31Þ

the proposed scheme is transformed to the one in Section
4.1, except, of course, for the Cholesky parameterization.

After having updated all tentative equalizers, wi,jðkÞ for
j 2 UiðkÞ, the one achieving the lowest squared error is
finally applied at the current stage. In other words, we set

oi ¼ arg min
j2UiðkÞ

Ei,jðkÞ,

wiðkÞ ¼wi,oi
ðkÞ,

EiðkÞ ¼ Ei,oi
ðkÞ: ð32Þ

The minimization of (27) with respect to wi,jðkÞ results in

wi,jðkÞ ¼ ½Ci,jUiðkÞC
H
i,j�
�1C i,jzi,jðkÞ ¼U�1

i,j ðkÞCi,jzi,jðkÞ, ð33Þ

where UiðkÞ is the ðVþ i�1Þ � ðVþ i�1Þ exponentially
time-averaged input autocorrelation matrix, and zi,jðkÞ

the ðVþ i�1Þ � 1 crosscorrelation vector, defined as

UiðkÞ ¼
Xk

l ¼ 1

lk�lyiðlÞy
H
i ðlÞ ¼ lUiðk�1ÞþyiðkÞy

H
i ðkÞ, ð34Þ

zi,jðkÞ ¼
Xk

l ¼ 1

lk�lyiðlÞd
n

j ðlÞ ¼ lzi,jðk�1ÞþyiðkÞd
n

j ðkÞ, ð35Þ

and

Ui,jðkÞ ¼ Ci,jUiðkÞC
H
i,j

¼ lCi,jUiðk�1ÞCH
i,jþC i,jyiðkÞy

H
i ðkÞC

H
i,j

¼ lUi,jðk�1ÞþC i,jyiðkÞy
H
i ðkÞC

H
i,j: ð36Þ

As it can be seen from (33) and (35), to compute the
tentative equalizers wi,j at stage i, current decisions from
all users must be known. In the training mode, these are
provided by the training sequence. To overcome this
causality problem in the decision-directed mode, we
assume, as in [3], that the decisions at time k are
extracted using the optimum equalizers and detection
ordering found at time k�1. Hence,

~doi
ðkÞ ¼wH

i ðk�1ÞC i,oi
yiðkÞ, ð37Þ

doi
ðkÞ ¼ f ½ ~doi

ðkÞ�, ð38Þ
where oi here refers to the detection ordering at time
k�1.

From (26) one can easily see that the equalizer input
vector can be expressed in the following order-recursive
manner:

yiþ1ðkÞ ¼
yiðkÞ

doi
ðkÞ

" #
: ð39Þ

Using this relation in (34), Uiþ1ðkÞ can be written as

Uiþ1ðkÞ ¼
UiðkÞ zi,oi

ðkÞ

zH
i,oi
ðkÞ aoi

ðkÞ

2
4

3
5, ð40Þ

where

ajðkÞ ¼
Xk

l ¼ 1

lk�l9djðlÞ9
2
: ð41Þ

Using (36) and with the aid of (40) and (28), we get

Uiþ1,jðkÞ ¼ C iþ1,jUiþ1ðkÞC
H
iþ1,j

¼

C i,jUiðkÞC
H
i,j Ci,jzi,oi

ðkÞ

zH
i,oi
ðkÞCH

i,j aoi
ðkÞ

2
4

3
5

¼

Ui,jðkÞ Ci,jzi,oi
ðkÞ

zH
i,oi
ðkÞCH

i,j aoi
ðkÞ

2
4

3
5: ð42Þ

Invoking the matrix inversion lemma [7], the inverse of
Uiþ1,jðkÞ can be written as

U�1
iþ1,jðkÞ

¼

U�1
i,j ðkÞþbi,jðkÞCi,jðkÞzi,oi

ðkÞzH
i,oi
ðkÞCH

i,jðkÞ �bi,jðkÞCi,jðkÞzi,oi
ðkÞ

�bi,jðkÞz
H
i,oi
ðkÞCH

i,jðkÞ bi,jðkÞ

2
4

3
5,

ð43Þ

where

Ci,jðkÞ ¼U�1
i,j ðkÞC i,j ð44Þ

and

bi,jðkÞ ¼
1

aoi
ðkÞ�zH

i,oi
ðkÞCH

i,jU
�1
i,j ðkÞC i,jzi,oi

ðkÞ

¼
1

aoi
ðkÞ�zH

i,oi
ðkÞCH

i,jCi,jðkÞzi,oi
ðkÞ

: ð45Þ

Observing Eq. (44), it is easy to see that we can avoid the
direct calculation of the product U�1

i,j ðkÞC i,j by order
updating Ci,jðkÞ. More specifically, using (28) and (43) in
(44), we get

Ciþ1,jðkÞ ¼U�1
iþ1,jðkÞC iþ1,j

¼

Ci,jðkÞþbi,jðkÞCi,jðkÞzi,oi
ðkÞzH

i,oi
ðkÞCH

i,jCi,jðkÞ �bi,jðkÞCi,jðkÞzi,oi
ðkÞ

�bi,jðkÞz
H
i,oi
ðkÞCH

i,jCi,jðkÞ bi,jðkÞ

2
4

3
5:
ð46Þ

Note that, although Ciþ1,jðkÞ can be computed from Ci,jðkÞ

for i¼1,2,y,K, an analytical calculation of C1,jðkÞ is neces-
sary at every time instant. By defining the (VþK)�K
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matrix

Q ðkÞ ¼
Xk

l ¼ 1

lk�l
½xT ðlÞ dT

ðl�KbÞ � � � dT
ðl�1Þ dT

ðlÞ�T dH
ðlÞ

¼ lQ ðk�1Þþ½xT ðkÞ dT
ðk�KbÞ � � � dT

ðk�1Þ dT
ðkÞ�T dH

ðkÞ,

ð47Þ

one can easily find from (35) and (47) that

zi,jðkÞ ¼ ½q1,jðkÞ � � � qV ,jðkÞ qV þo1 ,jðkÞ � � � qV þoi�1 ,jðkÞ�
T

ð48Þ

and

ziþ1,jðkÞ ¼ ½z
T
i,jðkÞ qV þoi ,j

ðkÞ�T , ð49Þ

where qm,nðkÞ is the (m,n) entry of Q ðkÞ. Moreover, from
(41) and (47), it is straightforward to see that
ajðkÞ ¼ qV þ j,jðkÞ. Finally, an efficient order-recursive rela-
tion for the equalizer weights can be obtained by sub-
stituting (46) and (49) in (33), as follows:

wiþ1,jðkÞ ¼U�1
iþ1,jðkÞC iþ1,jziþ1,jðkÞ

¼Ciþ1,jðkÞziþ1,jðkÞ

¼

Ci,jðkÞzi,jðkÞþbi,jðkÞCi,jðkÞzi,oi
ðkÞ½zH

i,oi
ðkÞCH

i,jCi,jðkÞzi,jðkÞ�qV þoi ,j
ðkÞ�

�bi,jðkÞz
H
i,oi
ðkÞCH

i,jCi,jðkÞzi,jðkÞþbi,jðkÞqV þoi ,j
ðkÞ

2
4

3
5

¼
wi,jðkÞ

0

" #
þbi,jðkÞ½qV þoi ,j

ðkÞ�zH
i,oi
ðkÞCH

i,jCi,jðkÞzi,jðkÞ�
�Ci,jðkÞzi,oi

ðkÞ

1

" #

¼
wi,jðkÞ

0

" #
þbi,jðkÞDi,jðkÞ

�Ci,jðkÞzi,oi
ðkÞ

1

" #
, ð50Þ

where

Di,jðkÞ ¼ qV þoi ,j
ðkÞ�zH

i,oi
ðkÞCH

i,jCi,jðkÞzi,jðkÞ: ð51Þ

In order to determine the optimum detection ordering,
the LS error energies must be computed. From (27), (41)
and (47), and after some algebra, one can readily arrive at

Ei,jðkÞ ¼
Xk

l ¼ 1

lk�l9djðlÞ9
2
�wH

i,jðkÞC i,jzi,jðkÞ

¼ ajðkÞ�wH
i,jðkÞC i,jzi,jðkÞ

¼ qV þ j,jðkÞ�wH
i,jðkÞC i,jzi,jðkÞ: ð52Þ

An efficient order-recursive formula for the LS error
energies Eiþ1,jðkÞ can be derived from (52) using (28),
(49)–(51), as follows:

Eiþ1,jðkÞ ¼ ajðkÞ�wH
iþ1,jðkÞC iþ1,jziþ1,jðkÞ

¼ ajðkÞ�wH
iþ1,jðkÞ

C i,jzi,jðkÞ

qV þoi ,j
ðkÞ

" #

¼ ajðkÞ�wH
i,jðkÞC i,jzi,jðkÞ

�bi,jðkÞDi,jðkÞ½qV þoi ,j
ðkÞ�zH

i,oi
ðkÞCH

i,jCi,jðkÞzi,jðkÞ�

¼ Ei,jðkÞ�bi,jðkÞDi,jðkÞDi,jðkÞ

¼ Ei,jðkÞ�bi,jðkÞD
2
i,jðkÞ: ð53Þ

The order of detection is determined if we sort energies in
increasing order. The minimum of these energies is
denoted by EiðkÞ. The user attaining the minimum energy
is detected at the next stage.

We have already seen that the equalizer weight vector
wi,jðkÞ can be order-updated as in (50). However, at every
time instant, knowledge of the first-stage filters w1,jðkÞ,
j¼1,2,y,K, is necessary. This can be accomplished
through time-updating w1,jðkÞ using the conventional
RLS algorithm [7]. Based on (36) and using the matrix
inversion lemma, we arrive at the following RLS recur-
sion:

pjðkÞ ¼U�1
1,j ðk�1ÞC1,jy1ðkÞ, ð54Þ

kjðkÞ ¼U�1
1,j ðkÞC1,jy1ðkÞ ¼

l�1pjðkÞ

1þl�1yH
1 ðkÞC

H
1,jpjðkÞ

, ð55Þ

U�1
1,j ðkÞ ¼ l�1U�1

1,j ðk�1Þ�l�1kjðkÞp
H
j ðkÞ, ð56Þ

w1,jðkÞ ¼w1,jðk�1ÞþkjðkÞe
n

j ðkÞ, ð57Þ

where

ejðkÞ ¼ djðkÞ�wH
1,jðk�1ÞC1,jy1ðkÞ ð58Þ

is the a priori estimation error. The algorithm presented
above is summarized in Table 2. Through time- and order-
recursive updates, we efficiently calculate wi,jðkÞ and
determine the detection ordering oi. The proposed algo-
rithm will henceforth be referred to as RAKE-RLS.

Remark. When the optimum ordering of the users does
not change at every symbol instant (e.g., in low mobility
scenarios), the update of that ordering can be performed
only once every g symbols, just as in [3,10]. Moreover, the
case of some of the users having fixed rank in the user
ordering can be taken advantage of in the proposed
schemes by simply excluding those user indices from
the set of candidate users, Ui(k). Such simplifications can
greatly reduce the computational burden of the equal-
izers, as suggested in the following section for the fixed
ordering case.

5. Computational complexity

The computational requirements of the proposed algo-
rithms are assessed in this section. For the sake of
simplifying the formulae, let us define the following
quantities:

T ¼ K f PþKKb,

S¼ K f LþKKb,

and recall that V ¼ ðPþL�1ÞK fþKKb. Then the computa-
tional complexities of the proposed algorithms, given in
terms of the number of complex multiplications required
per symbol time are as follows:
�
 According to Table 1 of [10], the computational com-
plexity of SR-MUD is as follows:

C1 ¼
5

2
T2
þ

1

2
TK2
þ

9

2
TK :
�
 The number of complex multiplications required at
each step of the RAKE-RLS algorithm is shown in
Table 2. It is easily verified that the overall complexity



Table 2
The RAKE-RLS algorithm. The computational requirements (numbers of complex multiplications) of each step are shown.

Initialization: k¼1. For i¼1,y,K, oi ¼ i, wið0Þ ¼ 0. For j¼1,y,K, w1,jð0Þ ¼ 0, Q ð0Þ ¼ 0, F�1
1,j ð0Þ ¼ d�1I , where d is a small positive constant.

1. U1ðkÞ ¼ f1;2, . . . ,Kg. For i¼1,2,y,K

(a) Calculate doi
ðkÞ from (37) and (38).

½KðK f LPþSþ Kþ1
2 Þ�

2. Time-update matrix Q ðkÞ using (47). ½32KðVþKÞ�

3. For j¼1,2,y,K

(a) Compute pjðkÞ, kjðkÞ and U�1
1,j ðkÞ from (54), (55), and (56), respectively. ½KðKf LPþ5

2 S2
þ3

2SÞ�

(b) Time-update w1,jðkÞ from (57). ½2KS�

(c) Compute z1,jðkÞ from (48).

(d) Evaluate E1,jðkÞ from (52). ½KðK f LPþSÞ�

(e) Compute C1,jðkÞ from (44). ½KSK f LP�

4. Set o1 ¼ arg minj2U1ðkÞE1,jðkÞ, E1ðkÞ ¼ E1,o1
ðkÞ, w1ðkÞ ¼w1,o1

ðkÞ and U2ðkÞ ¼U1ðkÞ�fo1g.

5. For i¼2,3,y,K

(a) For j 2 UiðkÞ

i. Compute bi�1,jðkÞ, Di�1,jðkÞ from (45) and (51), respectively. ½KðK�1Þ
2 ðK f LPþ2SVþ2SÞ�

ii. Order-update wi,jðkÞ from (50). ½KðK�1Þ
2 S�

iii. Evaluate Ei,jðkÞ from (53).

iv. Compute zi,jðkÞ from (49).

v. Order-update Ci,jðkÞ from (46). ½KðK�1ÞSðVþ1Þ�

(b) Set oi ¼ arg minj2Ui ðkÞEi,jðkÞ, EiðkÞ ¼ Ei,oi
ðkÞ, wiðkÞ ¼wi,oi

ðkÞ and Uiþ1ðkÞ ¼UiðkÞ�foig.

6. k¼kþ1. Go to Step 1.
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of the algorithm is given by

C2 ¼
K

2
½1þ6Sþ5S2

þK f LPð2Sþ5Þþ3V�4SV

þKðK f LPþ4SVþ5Sþ4Þ�:
�

6 This is quite reasonable, since, for LrP, at most one previous

symbol appears at each received vector in (1) and (4).
The computational complexity of the RAKE-RLS algo-
rithm can be reduced by fixing users’ ordering in time.
In such a scenario, Step 3 of the algorithm is executed
only once. Similarly, Step 5 is performed once for each
value of i. The complexity of the algorithm then
becomes

C3 ¼
1

2
f4K2

þ2K f LPðSþ1ÞþSð5S�8V�1Þ

þK½1þ4K f LPþ3Vþ4Sð2Vþ3Þ�g:

To have an idea of the relative computational require-
ments, consider the case of K¼7 users with spreading
gain P¼16, channel length L¼6 and DFE lengths K f ¼

Kb ¼ 1 as in our simulations. Then C1 � 2611, C2 � 48 563
and C3 � 12 782.

It can be seen that RAKE-RLS is significantly more
computationally demanding than SR-MUD. The principal
reason for this increase in complexity is the incorporation
of despreading in this scheme. This operation, although
generally leading to an improved performance compared
to SR-MUD as shown in the simulations, is responsible for
the presence of the Ci,j matrices, and hence the depen-
dence of the Ci matrices on j (not counting the computa-
tions needed to multiply with the C i,j’s). There is only one
such matrix at each stage of SR-MUD, whereas, in RAKE-
RLS, such a matrix needs to be considered for each of the
candidate users at a given stage (due to the fact that each
user employs a different spreading sequence). This fact
brings down the computational burden of SR-MUD as
compared with RAKE-RLS, in conjunction, of course, with
the additional computational savings resulting from its
adoption of a Cholesky parameterization [18,10]. Reduc-
tions to the complexity of RAKE-RLS as computed above
could be achieved via e.g., using fast convolution methods
to perform the despreading. Moreover, considerable sav-
ings would result if the usual binary (71) spreading
sequences were used. In that case, the presence of the
C i,j matrices would entail no multiplications at all. The
number of complex multiplications for RAKE-RLS would
then be given by

C4 ¼
K

2
½1þ5S2

þSð6�4VÞþ3VþKð4SVþ5Sþ4Þ�:

In the above example, this amounts to about 35 795
complex multiplications per symbol, a considerable
reduction compared to 48 563.
6. Simulations

In this section, the performance of the proposed
equalization algorithms is evaluated via computer simu-
lations, in terms of (uncoded) bit error rate (BER). Each
user generates QPSK symbols of duration Ts ¼ 0:2 ms,
which are then spread using normalized Walsh–Hada-
mard code sequences. The generated sequences are trans-
mitted over independent, time-varying and frequency
selective channels with Rayleigh-faded paths of an expo-
nential profile. A carrier frequency of 2.4 GHz and a
mobile speed of 50 km/h is assumed, yielding a normal-
ized Doppler frequency of about f DTs ¼ 2:2� 10�5. The
feedforward and feedback filters have a temporal span of
Kf¼1 and Kb¼1 taps, respectively.6 The equalization delay
was chosen for all DFEs as in [10], namely D¼ K f�1¼ 0.
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The performance of the proposed schemes is compared
with that of the RAKE receiver, the ASIC algorithm [12],
and the linear receiver (of length P) adapted with the
exponentially weighted conventional RLS. The single user
bound (SUB), representing the performance of a single-
user system in a non-fading AWGN channel, is also shown
as a benchmark. For the RAKE receiver, an LMS algorithm
[7] is employed to track the channel variations. ASIC also
employs LMS, as in [12]. The learning rates (step size for
LMS and l for RLS) were experimentally optimized in each
case. A near–far scenario is considered, where the
received amplitude of each user is determined such that
10 log10ðAi=Aiþ1Þ

2
¼N dB, and the amplitude of the first

user is set to 1. In all simulations, frames of 2048 symbols
each, with the first 256 devoted to training, were trans-
mitted to obtain the results.

The BER performance versus Eb=N0 ðdBÞ is depicted in
Fig. 5 for K¼7, L¼6, N¼2 dB, and for different values of
spreading factor P. As one can see, the superiority of the
proposed schemes is evident, especially in the higher Eb=N0

regime. Specifically, for small values of P (P¼8,16) and at
Fig. 5. BER versus Eb=N0 ðdBÞ for K¼7, L¼6, N¼2 dB and spr
high Eb=N0, both schemes achieve better performance
compared to the other algorithms, while SR-MUD outper-
forms RAKE-RLS. The latter is due to the fact that these
values of P are relatively small with respect to the channel
spread and the number of users. In such scenarios, the RAKE
receiver, which underlies RAKE-RLS, is known to have a poor
performance [14,1]. Here, this causes RAKE-RLS to lose the
advantage it has over SR-MUD coming from the despreading
operation. The RAKE receiver, and consequently RAKE-RLS,
attains better performance for sufficiently high spreading
gain (e.g., [1]). This can be verified from Fig. 5(c) and (d),
where one can see that, for relatively large values of P

(P¼64, 128), RAKE-RLS attains the best performance, while
the performance of SR-MUD and conventional RLS worsens
significantly. Although the performance of the RAKE recei-
ver and the ASIC gets better for larger spreading factors,
these are always inferior to RAKE-RLS and SR-MUD in the
higher Eb=N0 regime. The validity of the above observations
is also verified in Fig. 6, where the impact of the spreading
factor on the algorithms’ BER performance is demonstrated
for K¼5, L¼5, N¼2 dB and Eb=N0 ¼ 20 dB.
eading factor (a) P¼8, (b) P¼16, (c) P¼64, (d) P¼128.



Fig. 6. BER versus spreading factor for K¼5, L¼5, N¼2 dB and

Eb=N0 ¼ 20 dB.

Fig. 7. BER versus channel length for P¼64, K¼5, N¼2 dB and

Eb=N0 ¼ 20 dB.

Fig. 8. BER versus number of users for P¼32, L¼5, N¼2 dB and

Eb=N0 ¼ 20 dB.

Fig. 9. BER versus near far ratio (dB) for P¼32, K¼5, L¼5 and

Eb=N0 ¼ 20 dB.
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Fig. 7 demonstrates the influence of the channel length
on the BER performance for P¼64, K¼5, N¼2 dB, and
Eb=N0 ¼ 20 dB. We note that, with relatively large spread-
ing gain, the performance of all algorithms does not
change significantly as the channel length increases,
while RAKE-RLS achieves the lowest BER. The BER perfor-
mance versus the number of users is shown in Fig. 8 for
P¼32, L¼5, N¼2 dB, and Eb=N0 ¼ 20 dB. As expected, the
BER deteriorates as the number of users increases, while
SR-MUD and RAKE-RLS attain the best performance.
However, for a large number of users, the performance
of all algorithms converges to a high BER. The BER
performance versus near far ratio (dB) is depicted in
Fig. 9 for P¼32, K¼5, L¼5, and Eb=N0 ¼ 20 dB. The BER
improves as the near–far ratio decreases (N-0 dB) and,
as expected, the best BER is achieved in the absence of the
near–far problem (N¼0 dB).

The dependence of the performance of the algorithms
on the channel fading rate can be seen in Fig. 10, where
the BER is plotted against the normalized Doppler spread
for a system with K¼7 users with N¼2 dB, channels of
length L¼6, and at an SNR of Eb=N0 ¼ 20 dB, for both
small and large spreading factors. Again, and for all speeds
considered, the proposed schemes outperform all other
algorithms under comparison, while RAKE-RLS is the best
for high spreading gains.

The above results suggest that RAKE-RLS can operate
efficiently under near–far conditions and in a time-vary-
ing, frequency selective environment, especially at med-
ium to high Eb=N0 values and for relatively larger
spreading factors. It keeps the best performance in var-
ious scenarios, for increasing channel length, number of
users or mobile speed. On the other hand, SR-MUD, which
makes no use of the spreading codes, is seen to perform
better for relatively smaller values of the spreading factor
and at high Eb=N0 ð420 dBÞ.

Finally, it is worthwhile noting that, as pointed out in
Section 4.2, the transition from RAKE-RLS to SR-MUD is
straightforward if C i,j assumes the structure of (29) (mod-
ulo, of course, the Cholesky parameterization). Hence, a



Fig. 10. BER versus normalized Doppler spread for K¼7, L¼6, N¼2 dB, and Eb=N0 ¼ 20 dB, with (a) P¼8 and (b) P¼64.
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reconfigurable scheme, which alternates between the two
algorithms depending on the value of P employed, could
be envisaged to get the best performance among the two,
for all spreading factors.
7. Conclusions

Two new adaptive equalization algorithms for time-
varying and frequency selective channels in a DS-CDMA
system were derived, based on the BLAST idea. The first
algorithm results from the application of the idea of [3] to a
MIMO-formulated DS-CDMA system, while the second one
arises by incorporating the RAKE receiver concept to the
first scheme. Both the equalizer filters and the optimum
detection ordering are efficiently updated through time-
and order-recursions. Improved BER performance is offered
compared to existing adaptive DS-CDMA equalizers, in a
near–far mobile environment and over a wide range of
channel lengths/fading rates and numbers of users.
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