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ABSTRACT

In this paper a computationally e�cient Decision Feedback
Equalizer (DFE) is proposed. The new equalizer is appro-
priate for channels with long and sparse impulse response
(IR) as those encountered in many wireless communications
applications. The main feature of the algorithm is that the
actual size of the computationally demanding feedback �l-
ter is signi�cantly reduced. This is achieved by exploiting
the particular form of the multipath channel to derive a
tractable expression for the causal part of the overall dis-
crete channel IR (including the feedforward �lter). Based
on the above expression the feedback �lter can be built so as
to act only to a properly selected set of tap positions. The
new DFE exhibits considerable computational savings and
faster convergence as compared to the conventional DFE,
o�ering the same steady-state performance.

1. INTRODUCTION

In many wireless communication systems, due to the mul-
tipath propagation phenomenon, the involved channels ex-
hibit a long time dispersion and delay spreads of up to 40�s
are often encountered. If a wideband signal is transmitted
through such a highly dispersive channel then the intro-
duced Intersymbol Interference (ISI) has a span of several
tens up to hundreds of symbols. This in turn implies that
quite long adaptive equalizers are required at the receiver's
end in order to reduce e�ectively the ISI component of the
received signal. Wideband mobile communication systems
and digital video terrestrial transmission are typical appli-
cations of the kind. In the latter case the involved channel
IR may last up to several hundreds of baud intervals. Note
that the situation is even more demanding whenever the
channel frequency response exhibits deep nulls.

The adaptive DFE has been widely accepted as an ef-
fective technique for reducing ISI [1]. Moreover, it has been
shown that the DFE structure is particularly suitable for
multipath channels, since most part of ISI is due to the long
postcursor portion of the IR (see for instance [6]). Recall
that an important feature of the DFE is that the postcur-
sor ISI is almost perfectly cancelled by the Feedback (FB)

The work of K. Berberidis was partially supported by the

Computer Technology Institute of Patras and the work of A.A.
Rontogiannis by the Greek State Scholarship Foundation

�lter, provided of course that the previous decisions are cor-
rect. Moreover since noise is involved only in the output of
the Feedforward (FF) �lter, the DFE exhibits less noise en-
hancement e�ects as compared to linear equalizers. In ap-
plications of the type described above the DFE has a large
number of taps (mainly due to the long FB �lter). Thus, in
high speed wireless applications, not only the implementa-
tion of a real time equalizer becomes a di�cult task (due to
the very small symbol period) but also the equalizer itself
has an increased complexity.

During the last decade there have been many e�orts in
di�erent directions towards developing e�cient implemen-
tations of the DFE. As typical examples of such e�orts we
mention the works in [3], [4], and [5] which are mostly based
on a proper exploitation of the discrete sparse form of the
channel pro�le. Another direction has been suggested in
[6], [7], and [8], where block implementations of the DFE
(in both time and frequency domains) have been derived.

In this paper, an e�cient DFE is proposed which is
based on a novel time delay estimation technique. Specif-
ically, taking advantage of the particular form of the IR
in the frequency domain, the time delays of the undesired
echoes are estimated. The resulting information is used as
input to a scheme, which yields the estimated time delays of
the dominant terms of the inverse channel impulse response
up to any desired degree of approximation. Based on the
above, a small number of tap positions of the FB �lter is
selected, which however corresponds to almost the overall
amount of the postcursor ISI.

The paper is outlined as follows. In Section 2 the mul-
tipath channel is described and a useful formula for the
inverse channel is derived. In Section 3 the new DFE is
developed and several issues regarding its performance are
discussed. Finally, in Section 4 some indicative experimen-
tal results are provided.

2. THE MULTIPATH CHANNEL

The impulse response of a multipath channel of the type
under consideration is described by

h(t) = �(t) +

LX

l=1

�l�(t � �l) (1)



where �l and �l are the fading coe�cient (complex in gen-
eral) and the propagation delay, respectively, of the l � th

path, L is the number of multipaths and �(�) is the Dirac
delta function. The dirac function at time t = 0 corre-
sponds to the main signal, while the remaining L terms
correspond to the undesired echoes. Note that �l may be
either positive or negative corresponding to a postcursor
or a precursor echo, respectively. As mentioned previously,
the precursor part of the channel's IR is in general much
shorter as compared to the postcursor part. Now, taking
the Fourier transform of eqn. (1) we get

H(f) = 1 +

LX

i=1

�ie
�j2�f�i (2)

Let us denote as G(f) the frequency response of the inverse
channel, and as S(f) the sum of the undesired echoes, i.e.

S(f) =
PL

i=1
�ie

�j2�f�i . Then by making the reasonable
assumption that jS(f)j � 1, and after some manipulations,
we can derive the following expression for the inverse chan-
nel frequency response

G(f) = 1 +

1X

n=1

(�1)nSn(f) (3)

with

S
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X
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(4)
where for each n the sum in (4) is over all possible combina-
tions ni of nonnegative integers n1; n2; . . . nL for which
n1 + n2 + . . . + nL = n. Obviously the larger the n the
more the terms we take into account in constructing the
frequency response of the inverse channel. Taking inverse
Fourier transform of eqn. (3) and keeping only up to second
order terms (higher order terms are negligible) we get the
following approximation formula for the inverse channel IR

g(t) � 1 �

LX

i=1

�i�(t� �i) +

LX

i=1

�
2

i �(t� 2�i)

+
X

i

X

j 6=i

�i�j�(t� �i � �j) (5)

The above formula leads to several useful observations re-
garding the inverse channel IR. Some of its properties will
be pointed out and exploited later on in the paper.

3. DERIVATION OF THE FAST DFE

Taking into account (1), the sampled output of the multi-
path channel can be written as (assuming without loss of
generality that �l = nlT , T being the symbol period)

x(n) = u(n) +

LX

l=1

�lu(n� nl) +w(n) (6)

where fu(n)g is the i.i.d. symbol sequence with variance
�
2

u and fw(n)g is zero-mean complex white Gaussian noise

independent of the input sequence. The channel span is
considered to be N . As mentioned previously, in a typical
multipath channel, the postcursor part is much longer that
the precursor part of the channel. The latter, in practice,
consists of a small number of strong echoes (usually 1 or 2),
located very close to the main signal (see for instance [3]).

To start our derivation, let us formulate the conven-
tional LMS-based DFE algorithm in the decision-directed
mode as follows

z(n) = a
T
M (n)xM (n+M � 1) (7)

v(n) = b
T
N(n)dN (n� 1) (8)

y(n) = z(n) + v(n) (9)

d(n) = ffy(n)g (10)

e(n) = d(n)� y(n) (11)

aM (n+ 1) = aM (n) + �
a
x
�

M (n+M � 1)e(n) (12)

bN(n+ 1) = bN (n) + �
b
d
�

N(n� 1)e(n) (13)

where xM (n + M � 1) = [x(n + M � 1) � � �x(n)]T and
dN(n � 1) = [d(n � 1) � � �d(n � N)]T are the input vec-
tor to the equalizer and the decision vector respectively.
Vectors aM (n) and bN(n) denote the M -th order FF and
the N -th order FB �lter respectively. ff�g stands for the
decision device function. To facilitate comparison of com-
plexities, the FB �lter order is taken equal to the channel
length (this order is commonly used in practice [3]). In
order to remove the introduced ISI, a DFE applied to the
multipath channel output, should comprise a long FB �lter
and a relatively short FF �lter (typical �gures in HDTV
are 100-300 and 30-60 coe�cients respectively). However,
these �gures make the implementation of the DFE a di�-
cult task, because the required computational burden would
be prohibitive.

The main idea behind the technique described in this
paper is to take advantage of the special form of the chan-
nel and reduce the computational complexity by considering
only the e�ect of the non-zero coe�cients of the channel.
Such an approach, however, presumes a technique for de-
termining the echo positions. In the following, we present a
method for obtaining the echo locations nl, based on a fre-
quency domain expression for the cross-correlation between
the channel input and output.

3.1. Estimation of the time delays

The 2N -DFT's of the input and output signals can be ex-
pressed as

U(k) =

2N�1X

m=0

u(n+m)e�j
2�

2N
mk (14)

X(k) =

2N�1X

i=0

x(n+ i)e�j
2�

2N
ik (15)

If we consider the expected value of the product of the above
sequences we get

EfX(k)U�(k)g =



2N�1X

i=0

2N�1X

m=0

Efx(n+ i)u�(n+m)ge�j
�

N
(i�m)k (16)

where Ef�g denotes the expectation operator. If we now
substitute eqn. (6) to eqn. (16) and take into consideration
that the input sequence is i.i.d. and independent of the
noise, then after some manipulations we get

EfU
�(k)X(k)g = 2N�

2

u + �
2

u

LX

l=1

�l(2N � jnlj)e
�j �

N
nlk (17)

for k = 0; 1; . . . ; 2N � 1. That is, we end up with a sum
of complex sinusoids at frequencies nl. Applying the 2N -
IDFT to the resulting sequence, we can easily determine
the echo locations nl at the non-zero points of the IDFT.
Note that with an appropriate scaling of the IDFT, we can
remove the inuence of the factor (2N�jnlj), which weights
less the far echoes.

In a practical situation, time averaging is used instead
of Ef�g and the above formula is computed as follows

C
(R)

UX
(k) =

R�1X

r=0

�
R�1�r

Xr(k)U
�

r (k) (18)

where � � 1 and

Xr(k) =

2N�1X

i=0

x(n+ rN + i)e�j
�

N
ik

Ur(k) =

2N�1X

m=0

u(n + rN +m)e�j
�

N
mk

That is, R half-overlapped blocks of 2N samples of fug

and fxg are used to compute C
(R)

UX(k). The L + 1 IDFT
points of (18) having the highest amplitude are then cho-
sen as the desired locations. The number L of the dominant
undesired echoes can be preset by the designer by taking
into account a worst case scenario for the speci�c applica-
tion. Alternatively, number L can be computed from the
data using rank determination techniques. Another strat-
egy would be to set a threshold and select the locations of
the IDFT points of (18) having amplitude which exceeds
this threshold.

3.2. The algorithm

In the proposed DFE, we focus our attention to the demand-
ing FB part and reduce the computational load by properly
selecting O(L) number of taps out of N taps. That is, in-
stead of using an N -length FB �lter, an O(L)-length �lter
proves to be su�cient (note that N >> L).

In the initial stage of the algorithm, the method de-
scribed in the previous section is used for an adequate num-
ber of blocks R = R0 and the time delays nl are deter-
mined. Such an approach introduces a delay to the algo-
rithm which increases as the number of blocks R0 increases.
However the greater the parameter R0, the higher is the de-
gree of accuracy in selecting the correct positions. As it will
be shown below, the initial delay of the algorithm is fully

compensated by the fast convergence achieved by the new
DFE. After obtaining the parameters nl, the FB �lter of
the equalizer is constructed as explained below.

In [2] it was proved that in the optimum DFE the feed-
back �lter coe�cients are in fact the causal samples of the
overall impulse response (including the FF �lter). Tak-
ing this into account we proceed to derive an expression
for the FB �lter in terms of the FF �lter. Assuming that
the previous decisions are correct and minimizing the MSE
Efje(n)j2g with respect to the feedback coe�cients we can
easily obtain the following expression for the optimum FB
�lter

bN = HaM (19)

where matrix H = fdNx
T
Mg. This N �M matrix contains

the causal coe�cients of the channel IR and has a sparse
Toeplitz structure. Since the FF �lter approximates the an-
ticausal part of the inverse channel IR, it has a special form
as dictated by eqn. (5). Keeping only up to �rst order terms
of aM and right-multiplying by H we get the coe�cients of
the FB �lter up to second order approximation. It turns
out that the positions where the FB �lter has nonzero taps
depend on the echo locations in the channel IR. Speci�cally:
a) there are \primary" non-zero taps at the positions where
nl > 0 in the channel IR (causal echoes) , and
b) for each \primary" non-zero tap nl > 0, there are \sec-
ondary" non-zero taps at the positions nl � jnkj, where
nk < 0 are positions of the anticausal echoes in the channel
IR.
Consequently, the FB �lter can be restricted to act only to
the above positions.

Under time-varying conditions, the changes of the mul-
tipath environment can be detected by using a proper for-

getting factor � and updating C
(R)

UX(k), every N samples,
according to the following expression

C
(R+1)

UX (k) = �C
(R)

UX(k) +XR(k)U
�

R(k) (20)

Note that in the decision-directed mode of the DFE, the
DFT values of the decision samples replace U�R(k) in (20).
A deeper investigation of the new DFE in a time varying
multipath environment is the subject of current research.
The basic steps of the proposed algorithm are given below:

1. Compute C
(R)

UX(k) from (18).

2. Compute the IDFT of C
(R)

UX(k).

3. Estimate the primary echo locations.

4. Compute the secondary echo locations (point b above).

5. For the next N iterations, apply the DFE with the
FB �lter acting to the above positions.

6. Update C
(R)

UX(k) and repeat from step 2.

In Table 1, the computational complexity (number of com-
plex multiplications per sample) of the new algorithm is
compared to that of the conventional DFE, under the as-
sumption that N is a power o 2. In Table 1, L1; L2 stand
for the number of causal and non-causal echoes respectively
(L1+L2 = L). Since L << N , the proposed DFE achieves
a signi�cant reduction of the computational burden. For
instance, if M = 32, N = 128, L1 = 4, L2 = 2, the required
multiplications for the new algorithm and the conventional



New DFE Conventional DFE

2M + 2L1(L2 + 1) + log
2
(N) 2M + 2N

Table 1: Number of complex multiplications
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Figure 1: The multipath channel

DFE would be 95 and 320 respectively. As illustrated in
the next section this saving is obtained without sacri�cing
the performance of the DFE.

4. SIMULATIONS AND DISCUSSION

Fig. 1 shows a typical terrestrial HDTV channel IR [3],
which is used in our experiments. The input to the chan-
nel is a QPSK signal, while white complex Gaussian noise
is added to the channel output. The SNR is 30db. Three
mean squared error curves are depicted in Fig. 2. Curve a
corresponds to the conventional DFE (M = 15; N = 128),
and curves b; c to the proposed DFE. More speci�cally,
curve c results without considering the e�ect of the \sec-
ondary echoes" - as explained in section 3 - which is the
case in curve b. The decrease of the mean squared error
in steady state demonstrates the signi�cance of these sec-
ondary terms. We also observe from Fig. 2 that, despite
the initial delay (R0 = 12 in this case), the overall con-
vergence of the new algorithm is faster, compared to the
conventional DFE. Evidently, this is due to the very short
FB �lter employed in the new scheme.

In Fig. 3, the tracking behavior of the proposed DFE is
compared to that of the standard DFE in a time-varying en-
vironment. More speci�cally, after n = 6000 iterations the
location of the �rst causal echo suddently changes. This cor-
responds to an abrupt modi�cation of the multipath chan-
nel response. We observe that the new DFE (with � = 0:88)
reacts immediately and converges faster to the steady state,
compared to the conventional DFE.
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